
책에 논문을 인용하여 수록한 그림과 도식이 지면의 한계로 작게 보일 수 있어, 이곳에 

해당 그림의 논문 링크를 정리해 PDF로 제공합니다. 각 그림 설명의 링크를 클릭하면 원 

논문을 확인할 수 있습니다. 

1장 딥러닝으로 텍스트 데이터 분석하기 

 

 

그림 1.9 단어의 의미가 수십 년에 걸쳐 변화하는 양상을 2차원으로 시각화한 예시(서로 

다른 시기의 텍스트와 임베딩을 활용함) (https://arxiv.org/abs/1605.09096) 

 

 

그림 1.10 word2vec에서 하나의 벡터가 동시에 여러 의미를 인코딩하는 방식

(https://aclanthology.org/Q18-1034) 

 

 

그림 1.11 RNN의 간단한 예시(https://arxiv.org/pdf/1506.00019) 

 

https://arxiv.org/abs/1605.09096
https://aclanthology.org/Q18-1034
https://arxiv.org/pdf/1506.00019


 

그림 1.12 시퀀스 전체에 걸쳐 펼쳐진 RNN의 간단한 예시(https://arxiv.org/pdf/1506.00019) 

 

 

그림 1.13 LSTM 셀의 내부 구조(https://arxiv.org/pdf/2304.11461) 

 

https://arxiv.org/pdf/1506.00019
https://arxiv.org/pdf/2304.11461


 

그림 1.14 GRU 셀의 내부 구조(https://arxiv.org/pdf/2304.11461) 

 

2장 트랜스포머: 현대 AI 혁명 이면의 모델 

 

 

그림 2.3 어텐션을 적용한 모델의 정렬 예시. 각 픽셀은 원문 단어와 목표 단어 간의 어

텐션 가중치를 보여준다(https://arxiv.org/pdf/1409.0473) 

 

https://arxiv.org/pdf/2304.11461
https://arxiv.org/pdf/1409.0473


 

그림 2.16 마스크드 언어 모델을 활용한 텍스트 생성(https://arxiv.org/pdf/2406.04823) 

 

 

그림 2.27 지식 증류를 위한 일반적인 교사-학생 프레임워크

(https://arxiv.org/pdf/2006.05525) 

 

https://arxiv.org/pdf/2406.04823
https://arxiv.org/pdf/2006.05525


 

그림 2.28 지식 증류 학습을 위한 교사-학생 프레임워크(https://arxiv.org/pdf/2006.05525) 

3장 강력한 AI 엔진, LLM 탐구하기 

 

 

그림 3.2 연산량, 데이터셋, 모델 크기 증가에 따른 언어 모델링 성능 향상

(https://arxiv.org/pdf/2001.08361) 
 

https://arxiv.org/pdf/2006.05525
https://arxiv.org/pdf/2001.08361


 

그림 3.5 다양한 LLM 계열에서 나타나는 창발적 특성(https://arxiv.org/pdf/2206.07682) 

 

 

그림 3.7 MoE 레이어 예시. 라우터가 토큰을 어떤 전문가에게 보낼지 결정하며 이 경우 

전문가는 단순한 FFN 레이어다(https://arxiv.org/pdf/2101.03961) 

 

https://arxiv.org/pdf/2206.07682
https://arxiv.org/pdf/2101.03961


 

그림 3.10 트랜스포머 블록에 어댑터를 추가하는 방식(왼쪽), 적은 파라미터로도 전통적 

파인튜닝과 동일한 성능 달성(오른쪽) (https://arxiv.org/pdf/1902.00751) 

 

 

그림 3.11 파라미터 효율적 파인튜닝 기법 분류(https://arxiv.org/pdf/2303.15647) 

 

 

그림 3.12 정렬 전후 출력 비교(https://arxiv.org/pdf/2308.05374) 

 

https://arxiv.org/pdf/1902.00751
https://arxiv.org/pdf/2303.15647
https://arxiv.org/pdf/2308.05374


 

그림 3.13 RLHF의 3단계 절차(https://arxiv.org/pdf/2203.02155) 

 

 

그림 3.14 강화학습 없이 인간 선호를 최적화하는 DPO(https://arxiv.org/pdf/2305.18290) 

 

 

그림 3.15 지시 튜닝의 일반적인 파이프라인(https://arxiv.org/pdf/2308.10792) 

 

https://arxiv.org/pdf/2203.02155
https://arxiv.org/pdf/2305.18290
https://arxiv.org/pdf/2308.10792


 

그림 3.18 LLM 붕괴 전 제거 가능한 레이어 비율(https://arxiv.org/pdf/2403.17887v1) 

 

 

그림 3.22 CLIP은 이미지-텍스트 쌍의 올바른 매칭을 예측하도록 이미지 인코더와 텍스트 

인코더를 함께 학습시킨다(https://arxiv.org/pdf/2103.00020) 

 

 

그림 3.25 BLIP-2 프레임워크 개요(https://arxiv.org/pdf/2301.12597) 

 

https://arxiv.org/pdf/2403.17887v1
https://arxiv.org/pdf/2103.00020
https://arxiv.org/pdf/2301.12597


 

그림 3.28 스테이블 디퓨전 아키텍처(https://arxiv.org/pdf/2112.10752) 

 

 

그림 3.29 LLM 할루시네이션의 예시(https://arxiv.org/pdf/2311.05232) 

 

https://arxiv.org/pdf/2112.10752
https://arxiv.org/pdf/2311.05232


 

그림 3.30 할루시네이션과 허위 정보에 따른 위험(https://aclanthology.org/2023.findings-

emnlp.97.pdf) 

 

 

그림 3.31 LLM이 생성하는 허위 정보 분류 체계(https://arxiv.org/pdf/2309.13788) 

 

https://aclanthology.org/2023.findings-emnlp.97.pdf
https://aclanthology.org/2023.findings-emnlp.97.pdf
https://arxiv.org/pdf/2309.13788


 

그림 3.34 인-컨텍스트 러닝 예(https://arxiv.org/pdf/2005.14165) 

 

 

그림 3.35 프롬프트 구조(https://arxiv.org/pdf/2202.12837) 

 

https://arxiv.org/pdf/2005.14165
https://arxiv.org/pdf/2202.12837


 

그림 3.36 사고의 사슬 예시(https://arxiv.org/pdf/2201.11903) 

 

 

그림 3.37 LLM을 이용한 문제 해결 접근법(https://arxiv.org/pdf/2305.10601) 

 

 

그림 3.38 DSPy 시스템 활용 예(https://arxiv.org/abs/2310.03714 

 

https://arxiv.org/pdf/2201.11903
https://arxiv.org/pdf/2305.10601
https://arxiv.org/abs/2310.03714


4장 LLM으로 웹 스크래핑 에이전트 구축하기 

 

 

그림 4.1 두뇌, 지각, 행동으로 구성된 LLM 기반 에이전트의 개념적 프레임워크

(https://arxiv.org/pdf/2309.07864) 

 

 

그림 4.5 AudioGPT 개요(https://arxiv.org/pdf/2304.12995) 

 

https://arxiv.org/pdf/2309.07864
https://arxiv.org/pdf/2304.12995


 

그림 4.6 기존 LLM 기반 에이전트의 계획 연구에 대한 분류

(https://arxiv.org/pdf/2402.02716) 
 

 

그림 4.7 작업 분해 기법의 유형(https://arxiv.org/pdf/2402.02716) 

 

https://arxiv.org/pdf/2402.02716
https://arxiv.org/pdf/2402.02716


 

그림 4.8 점점 더 복잡해지는 시나리오에서 단일 LLM 기반 에이전트의 실제 응용

(https://arxiv.org/pdf/2309.07864) 

 

 

그림 4.9 다중 LLM 기반 에이전트의 상호작용 시나리오(https://arxiv.org/pdf/2309.07864) 

 

 

그림 4.10 인간-에이전트 상호작용의 두 가지 패러다임(https://arxiv.org/pdf/2309.07864) 

 

https://arxiv.org/pdf/2309.07864
https://arxiv.org/pdf/2309.07864
https://arxiv.org/pdf/2309.07864


5장 할루시네이션을 방지하는 RAG 기반 에이전트 

 

 

그림 5.6 코사인 유사도에 대한 각 차원의 상대적 기여(https://aclanthology.org/2021.emnlp-

main.372.pdf) 

 

 

그림 5.10 RAG 프로세스와 단계를 나타낸 예시(https://arxiv.org/pdf/2312.10997) 

 

https://aclanthology.org/2021.emnlp-main.372.pdf
https://aclanthology.org/2021.emnlp-main.372.pdf
https://arxiv.org/pdf/2312.10997


 

그림 5.18 벡터 DB 리더보드 (https://superlinked.com/vector-db-comparison) 

 

6장 정보 검색과 증강을 위한 고급 RAG 기법 

 

 

그림 6.9 관련 정보의 위치 변경이 LLM 성능에 미치는 영향

(https://arxiv.org/abs/2307.03172) 

https://superlinked.com/vector-db-comparison
https://arxiv.org/abs/2307.03172


 

 

그림 6.10 재순위화로 질의응답 성능이 향상됨(https://arxiv.org/pdf/2409.07691) 

 

 

그림 6.11 A) 컨텍스트 압축과 필터링. B) 오토컴프레서(https://arxiv.org/abs/2305.14788) 

 

https://arxiv.org/pdf/2409.07691
https://arxiv.org/abs/2305.14788


 

그림 6.13 RAG 파이프라인의 확장(https://arxiv.org/pdf/2312.10997) 

 

 

그림 6.14 RAG 의 세 가지 패러다임(https://arxiv.org/pdf/2312.10997) 

 

https://arxiv.org/pdf/2312.10997
https://arxiv.org/pdf/2312.10997


 

그림 6.15 RAG 의 다양한 훈련 방법(https://arxiv.org/pdf/2405.06211) 

 

 

그림 6.18 최적의 RAG 구성을 위한 각 구성 요소의 

기여도(https://arxiv.org/pdf/2407.01219) 

 

https://arxiv.org/pdf/2405.06211
https://arxiv.org/pdf/2407.01219


 

그림 6.19 개별 모듈 및 기술이 정확도와 시간 지연에 미치는 

영향(https://arxiv.org/pdf/2407.01219) 

 

 

그림 6.20 RAG 시스템과 잠재적 보안 위협(https://arxiv.org/pdf/2402.16893) 

 

https://arxiv.org/pdf/2407.01219
https://arxiv.org/pdf/2402.16893


 

그림 6.21 RAG 오염 개요(https://arxiv.org/pdf/2402.07867) 

 

 

그림 6.22 LLM 의 프로그래밍 가능한 레일과 내장된 레일(https://arxiv.org/abs/2310.10501) 

 

https://arxiv.org/pdf/2402.07867
https://arxiv.org/abs/2310.10501


 

그림 6.25 표준 프롬프트, 느슨한 프롬프트, 엄격한 프롬프트 비교 

예시(https://arxiv.org/pdf/2404.10198) 

 

7장 지식 그래프 생성하고 AI 에이전트와 연결하기 

 

 

그림 7.3 지식 베이스와 지식 그래프의 예시(https://arxiv.org/pdf/2002.00388) 

 

https://arxiv.org/pdf/2404.10198
https://arxiv.org/pdf/2002.00388


 

그림 7.8 개체명 인식(NER) 예시(https://arxiv.org/pdf/2401.10825) 

 

 

그림 7.9 LLM 기반 지식 그래프 구축의 일반적인 프레임워크(2023년에 발표된 논문에서 

발췌, https://arxiv.org/pdf/2306.08302) 

https://arxiv.org/pdf/2401.10825
https://arxiv.org/pdf/2306.08302


 

 

그림 7.10 LLM으로부터 지식 그래프를 추출하는 일반적인 프레임워크

(https://arxiv.org/pdf/2306.08302) 

 

 

그림 7.12 지식 그래프 완성을 위한 인코더로 활용되는 

LLM(https://arxiv.org/pdf/2306.08302) 

 

https://arxiv.org/pdf/2306.08302
https://arxiv.org/pdf/2306.08302


 

그림 7.13 프롬프트 기반 지식 그래프 완성(https://arxiv.org/pdf/2306.08302) 

 

 

그림 7.14 LLM과 RAG, 그래프 RAG 비교(https://arxiv.org/pdf/2408.08921) 

 

https://arxiv.org/pdf/2306.08302
https://arxiv.org/pdf/2408.08921


 

그림 7.15 질의응답 작업을 위한 그래프 RAG 프레임워크 개요

(https://arxiv.org/pdf/2408.08921) 

 

 

그림 7.16 그래프 기반 인덱싱 개요(https://arxiv.org/pdf/2408.08921) 

 

 

그림 7.17 그래프 기반 검색의 일반적인 아키텍처(https://arxiv.org/pdf/2408.08921) 

 

https://arxiv.org/pdf/2408.08921
https://arxiv.org/pdf/2408.08921
https://arxiv.org/pdf/2408.08921


 

그림 7.19 LLM 응답 생성을 강화하기 위한 부분 그래프 변환

(https://arxiv.org/pdf/2408.08921) 

 

 

그림 7.20 과학 연구를 지원하는 다중 에이전트 그래프 추론 시스템 개요

(https://arxiv.org/pdf/2409.05556v1) 

 

https://arxiv.org/pdf/2408.08921
https://arxiv.org/pdf/2409.05556v1


 

그림 7.21 MedGraphRAG 프레임워크(https://arxiv.org/pdf/2408.04187) 

 

 

그림 7.22 그래프 구조 이해 작업(https://arxiv.org/pdf/2404.14809) 

 

https://arxiv.org/pdf/2408.04187
https://arxiv.org/pdf/2404.14809


 

그림 7.23 그래프 학습 작업(https://arxiv.org/pdf/2404.14809) 

 

 

그림 7.24 지식 그래프의 세 가지 전형적 구조(https://arxiv.org/pdf/2211.03536) 

 

 

그림 7.26 그래프 작업에 적용한 LLM 프롬프트 기법(https://arxiv.org/pdf/2404.14809) 

 

 

그림 7.28 그래프 위에서 사고하기와 그래프 위에서 검증하기

https://arxiv.org/pdf/2404.14809
https://arxiv.org/pdf/2211.03536
https://arxiv.org/pdf/2404.14809


(https://arxiv.org/pdf/2404.14809) 

 

 

그림 7.29 그래프 데이터에 대한 SFT는 작은 LLM이 더 큰 LLM보다 나은 성능을 발휘하

게 한다(https://arxiv.org/pdf/2403.04483) 

  

https://arxiv.org/pdf/2404.14809
https://arxiv.org/pdf/2403.04483


8장 강화학습과 AI 에이전트 

 

 

그림 8.4 강화학습 시스템의 개요 모델(https://arxiv.org/pdf/2408.07712) 

 

 

그림 8.13 심층 강화학습 개요(https://arxiv.org/abs/1708.05866) 

 

 

그림 8.17 신경망을 활용해 아타리 게임 학습을 수행하는 예시 스크린샷

(https://arxiv.org/abs/1312.5602) 
 

https://arxiv.org/pdf/2408.07712
https://arxiv.org/abs/1708.05866
https://arxiv.org/abs/1312.5602


 

그림 8.24 몬테카를로 트리 탐색(https://en.wikipedia.org/wiki/Monte_Carlo_tree_search) 

 

 

그림 8.25 AlphaZero 파이프라인(https://www.mdpi.com/2079-9292/10/13/1533) 

 

 

그림 8.29 스크립트 실행 화면(동영상 링크: https://www.youtube.com/watch?v=YWx-hnvqjr8) 

 

https://en.wikipedia.org/wiki/Monte_Carlo_tree_search
https://www.mdpi.com/2079-9292/10/13/1533
https://www.youtube.com/watch?v=YWx-hnvqjr8


 

그림 8.30 전통적인 에이전트-환경 상호작용에서 LLM으로 강화된 강화학습 프레임워크

(https://arxiv.org/pdf/2404.00282) 

 

 

그림 8.31 정보처리자로서의 LLM(https://arxiv.org/pdf/2404.00282) 

 

https://arxiv.org/pdf/2404.00282
https://arxiv.org/pdf/2404.00282


 

그림 8.32 보상설계자로서의 LLM(https://arxiv.org/pdf/2404.00282) 

 

 

그림 8.33 의사결정자로서의 LLM(https://arxiv.org/pdf/2404.00282) 

 

https://arxiv.org/pdf/2404.00282
https://arxiv.org/pdf/2404.00282


 

그림 8.34 생성자로서의 LLM(https://arxiv.org/pdf/2404.00282) 

 

9장 단일·다중 에이전트 시스템 만들기 

 

 

그림 9.1 LLM 자율 에이전트에 관한 관심 증가(https://arxiv.org/pdf/2308.11432) 

 

https://arxiv.org/pdf/2404.00282
https://arxiv.org/pdf/2308.11432


 

그림 9.2 LLM 기반 자율 에이전트를 구축하는 데 필요한 모듈

(https://arxiv.org/pdf/2308.11432) 

 

 

그림 9.3 단일 경로 추론과 다중 경로 추론 전략 비교(https://arxiv.org/pdf/2308.11432) 

 

 

그림 9.4 ToolBench의 구성(https://arxiv.org/pdf/2307.16789) 

 

https://arxiv.org/pdf/2308.11432
https://arxiv.org/pdf/2308.11432
https://arxiv.org/pdf/2307.16789


 

그림 9.5 툴포머 접근 방식(https://arxiv.org/pdf/2302.04761) 

 

 

그림 9.6 허깅GPT의 일반 구조(https://arxiv.org/pdf/2303.17580) 

 

https://arxiv.org/pdf/2302.04761
https://arxiv.org/pdf/2303.17580


 

그림 9.7 허깅GPT 프로세스(https://arxiv.org/pdf/2303.17580) 

 

 

그림 9.8 허깅GPT 작업 유형(https://arxiv.org/pdf/2303.17580) 

 

https://arxiv.org/pdf/2303.17580
https://arxiv.org/pdf/2303.17580


 

그림 9.9 허깅GPT의 프롬프트 설계 세부 사항(https://arxiv.org/pdf/2303.17580) 

 

 

그림 9.10 Hugging Face의 모델 설명 예시

(https://huggingface.co/docs/transformers/model_doc/bert) 
 

https://arxiv.org/pdf/2303.17580
https://huggingface.co/docs/transformers/model_doc/bert


 

그림 9.11 허깅GPT에서 모델 선택을 위한 프롬프트 설계 세부 사항

(https://arxiv.org/pdf/2303.17580) 

 

 

그림 9.12 모델 실행(https://arxiv.org/pdf/2303.17580) 

 

https://arxiv.org/pdf/2303.17580
https://arxiv.org/pdf/2303.17580


 

그림 9.13 응답 생성(https://arxiv.org/pdf/2303.17580) 

 

 

그림 9.14 비디오와 오디오 모달리티에서 다중 모델 협력의 질적 분석

(https://arxiv.org/pdf/2303.17580) 

 

https://arxiv.org/pdf/2303.17580
https://arxiv.org/pdf/2303.17580


 

그림 9.15 복잡한 작업 사례 연구(https://arxiv.org/pdf/2303.17580) 

 

https://arxiv.org/pdf/2303.17580


 

그림 9.16 켐크로우 개요(https://arxiv.org/pdf/2304.05376) 

 

 

그림 9.17 새로운 분자의 발견으로 이어지는 인간/모델 상호작용

(https://arxiv.org/pdf/2304.05376) 

https://arxiv.org/pdf/2304.05376
https://arxiv.org/pdf/2304.05376


 

 

그림 9.18 SwiftDossier 아키텍처(https://arxiv.org/pdf/2409.15817) 

 

 

그림 9.19 화학 분야에서 LLM의 실패 사례(https://arxiv.org/pdf/2501.06590) 

 

https://arxiv.org/pdf/2409.15817
https://arxiv.org/pdf/2501.06590


 

그림 9.20 켐에이전트 프레임워크(https://arxiv.org/pdf/2501.06590) 

 

 

그림 9.21 Chatlaw, 다중 에이전트 협업 구조(https://arxiv.org/pdf/2306.16092v2) 

 

https://arxiv.org/pdf/2501.06590
https://arxiv.org/pdf/2306.16092v2


 

그림 9.22 다중 판사 시스템(https://arxiv.org/pdf/2301.05327) 

 

 

그림 9.23 AI 과학자 프로세스 개요(https://arxiv.org/pdf/2408.06292) 

 

https://arxiv.org/pdf/2301.05327
https://arxiv.org/pdf/2408.06292


 

그림 9.24 가상 연구실 아키텍처

(https://www.biorxiv.org/content/10.1101/2024.11.11.623004v1.full) 

 

 

그림 9.25 가상 연구실 병렬 회의

(https://www.biorxiv.org/content/10.1101/2024.11.11.623004v1.full) 

 

https://www.biorxiv.org/content/10.1101/2024.11.11.623004v1.full
https://www.biorxiv.org/content/10.1101/2024.11.11.623004v1.full


 

그림 9.26 가상 연구실을 활용한 항체 설계

(https://www.biorxiv.org/content/10.1101/2024.11.11.623004v1.full) 
 

https://www.biorxiv.org/content/10.1101/2024.11.11.623004v1.full


 

그림 9.27 에이전트 연구실 워크플로(https://arxiv.org/pdf/2501.04227) 

 

 

그림 9.28 에이전트 연구실 개요(https://arxiv.org/pdf/2501.04227) 

 

https://arxiv.org/pdf/2501.04227
https://arxiv.org/pdf/2501.04227


 

그림 9.39 다양한 패러다임 비교(https://arxiv.org/pdf/2311.05804) 

 

 

그림 9.40 전통적 기술 스택과 모델 기반 기술 스택 비교(https://arxiv.org/pdf/2311.05804) 

 

https://arxiv.org/pdf/2311.05804
https://arxiv.org/pdf/2311.05804


 

그림 9.41 MaaS 내 다양한 산업 분야의 적용 사례(https://arxiv.org/pdf/2311.05804) 
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그림 10.30 MLOps의 결합 요소(https://arxiv.org/pdf/2202.10169) 

 

https://arxiv.org/pdf/2311.05804
https://arxiv.org/pdf/2202.10169


 

그림 10.31 MLOps의 상위 수준 프로세스(https://arxiv.org/pdf/2202.10169) 

 

 

그림 10.32 기존 LLM의 사전 학습 데이터에 사용된 다양한 데이터 소스의 비율

(https://arxiv.org/pdf/2303.18223) 

 

 

그림 10.33 LLM 사전 학습을 위한 전형적인 데이터 전처리 파이프라인

(https://arxiv.org/pdf/2303.18223) 
 

https://arxiv.org/pdf/2202.10169
https://arxiv.org/pdf/2303.18223
https://arxiv.org/pdf/2303.18223


 

그림 10.34 지속 학습을 위한 머신러닝 파이프라인 자동화

(https://cloud.google.com/architecture/mlops-continuous-delivery-and-automation-pipelines-in-

machine-learning) 

 

 

그림 10.35 지시 튜닝 데이터셋 구성(https://arxiv.org/pdf/2303.18223) 

 

https://cloud.google.com/architecture/mlops-continuous-delivery-and-automation-pipelines-in-machine-learning
https://cloud.google.com/architecture/mlops-continuous-delivery-and-automation-pipelines-in-machine-learning
https://arxiv.org/pdf/2303.18223


 

그림 10.36 LLM 평가의 분류(https://arxiv.org/pdf/2310.19736) 

 

 

그림 10.39 추론 속도를 높이는 방법의 개요(https://arxiv.org/pdf/2407.18003) 

 

https://arxiv.org/pdf/2310.19736
https://arxiv.org/pdf/2407.18003


 

그림 10.40 데이터 병렬화에서 시간에 따른 미니배치 처리. 각 GPU는 모든 레이어(서로 

다른 색상으로 표시)의 복사본을 가지고,서로 다른 미니배치(번호 표시)를 다른 GPU가 

처리함(https://arxiv.org/pdf/2111.04949) 

 

 

그림 10.41 단일 마이크로 배치에 대한 순전파와 역전파 업데이트

(https://arxiv.org/pdf/2403.03699v1) 

 

https://arxiv.org/pdf/2111.04949
https://arxiv.org/pdf/2403.03699v1


 

그림 10.42 두 개의 마이크로 배치를 병렬로 처리하는 순전파와 역전파 업데이트

(https://arxiv.org/pdf/2403.03699v1) 

 

 

그림 10.43 텐서 병렬화(https://arxiv.org/pdf/2311.01635) 

 

https://arxiv.org/pdf/2403.03699v1
https://arxiv.org/pdf/2311.01635


 

그림 10.50 동기 vs. 비동기 함수 호출(https://arxiv.org/pdf/2412.07017) 

 

 

그림 10.51 LLM 실행기의 상호작용 비교(https://arxiv.org/pdf/2412.07017) 

 

https://arxiv.org/pdf/2412.07017
https://arxiv.org/pdf/2412.07017


 

그림 10.52 머신러닝 기반 소프트웨어 프로젝트에서 도커를 사용하는 목적 개요

(https://arxiv.org/pdf/2206.00699) 

 

https://arxiv.org/pdf/2206.00699


 

그림 10.53 Repo2Run의 예시 프로세스(https://www.arxiv.org/pdf/2502.13681) 

 

 

그림 10.54 쿠버네티스 보안 설정 자동화를 위한 LLMSecConfig 프레임워크 아키텍처 개

요(https://arxiv.org/pdf/2502.02009) 

 

https://www.arxiv.org/pdf/2502.13681
https://arxiv.org/pdf/2502.02009
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그림 11.1 AI 에이전트로 강화되는 생물의학 연구(https://www.cell.com/cell/fulltext/S0092-

8674(24)01070-5) 

 

https://www.cell.com/cell/fulltext/S0092-8674(24)01070-5
https://www.cell.com/cell/fulltext/S0092-8674(24)01070-5


 

그림 11.2 LLM 기반 에이전트(https://arxiv.org/pdf/2501.08944v1) 

 

 

그림 11.3 체화된 지능(embodied intelligence)의 과제(https://arxiv.org/pdf/2311.07226) 

 

 

그림 11.4 LLM 기반 게임을 위한 전체 프레임워크(https://arxiv.org/pdf/2404.02039) 

 

https://arxiv.org/pdf/2501.08944v1
https://arxiv.org/pdf/2311.07226
https://arxiv.org/pdf/2404.02039


 

그림 11.5 의미적 지식을 활용한 효과적인 전략 수립(https://arxiv.org/pdf/2404.02039) 

 

 

그림 11.6 웹 에이전트 프레임워크(https://arxiv.org/pdf/2503.23350) 

 

https://arxiv.org/pdf/2404.02039
https://arxiv.org/pdf/2503.23350


 

그림 11.7 5개 유명 다중 에이전트 LLM 시스템의 실패율(https://arxiv.org/pdf/2503.13657) 

 

 

그림 11.8 다중 에이전트 시스템(MAS) 실패 모드 분류(https://arxiv.org/pdf/2503.13657) 

 

 

그림 11.9 시스템과 범주별 실패 모드 분포(https://arxiv.org/pdf/2503.13657) 

https://arxiv.org/pdf/2503.13657
https://arxiv.org/pdf/2503.13657
https://arxiv.org/pdf/2503.13657


 

 

그림 11.10 고전 문제에서의 토큰 편향(https://arxiv.org/pdf/2406.11050) 

 

 

그림 11.11 관련 없는 컨텍스트가 LLM을 방해하는 사례(https://arxiv.org/pdf/2302.00093) 

 

https://arxiv.org/pdf/2406.11050
https://arxiv.org/pdf/2302.00093


 

그림 11.12 창발하는 추론 특성의 예시(https://arxiv.org/abs/2304.15004) 

 

 

그림 11.13 CoT 개선은 기호적(symbolic) 추론과 수학적 추론에 국한됨

(https://arxiv.org/pdf/2409.12183) 

 

https://arxiv.org/abs/2304.15004
https://arxiv.org/pdf/2409.12183


 

그림 11.14 LLM은 계획을 세울 수 있으나 일부 문제를 더 잘 해결하려면 외부 도구가 

필요함(https://arxiv.org/pdf/2409.12183) 

 

 

그림 11.15 LLM의 추정 추론 능력을 검증하는 도구로 활용하는 데이터셋

(https://arxiv.org/pdf/2410.05229) 

 

https://arxiv.org/pdf/2409.12183
https://arxiv.org/pdf/2410.05229


 

그림 11.16 오류의 예시(https://arxiv.org/pdf/2410.05229) 

 

 

그림 11.17 LLM 출력물의 인터넷 텍스트 매핑(https://arxiv.org/pdf/2410.04265) 

 

https://arxiv.org/pdf/2410.05229
https://arxiv.org/pdf/2410.04265


 

그림 11.18 인간과 LLM의 창의성 지수 비교(https://arxiv.org/pdf/2410.04265) 

 

 

그림 11.19 모델 해석의 점진적 수준(https://arxiv.org/pdf/2404.14082) 

 

 

그림 11.20 리버스 엔지니어링(https://arxiv.org/pdf/2501.16496) 

 

 

그림 11.21 희소 사전 학습(SDL)을 통한 중첩 표현 분리(https://arxiv.org/pdf/2501.16496) 

 

https://arxiv.org/pdf/2410.04265
https://arxiv.org/pdf/2404.14082
https://arxiv.org/pdf/2501.16496
https://arxiv.org/pdf/2501.16496


 

그림 11.22 LLM에 적용된 SAE 예시(https://arxiv.org/pdf/2404.14082) 

 

 

그림 11.23 SAE 학습 개요(https://arxiv.org/pdf/2309.08600) 

 

 

그림 11.24 기계 고유 지식으로부터 배우기(https://arxiv.org/pdf/2310.16410) 

 

https://arxiv.org/pdf/2404.14082
https://arxiv.org/pdf/2309.08600
https://arxiv.org/pdf/2310.16410


 

그림 11.25 공개 텍스트 자원과 데이터 사용량의 추정치(https://epoch.ai/blog/will-we-run-

out-of-data-limits-of-llm-scaling-based-on-human-generated-data) 

 

https://epoch.ai/blog/will-we-run-out-of-data-limits-of-llm-scaling-based-on-human-generated-data
https://epoch.ai/blog/will-we-run-out-of-data-limits-of-llm-scaling-based-on-human-generated-data


 

그림 11.26 재학습용 데이터셋의 구성 비율(합성 데이터 0%부터 100%까지)을 다르게 

하여 반복적으로 재학습시킨 후생성된 예시(https://arxiv.org/pdf/2311.12202) 

 

https://arxiv.org/pdf/2311.12202


 

그림 11.27 Llama-2-70b의 공간 및 시간적 세계 모델(https://arxiv.org/pdf/2310.02207) 

 

 

그림 11.28 세 가지 모델이 생성한 시퀀스로부터 재구성한 맨해튼 지도

(https://arxiv.org/pdf/2406.03689) 

 

 

그림 11.29 에이전트 단계(https://arxiv.org/pdf/2502.02649) 

 

https://arxiv.org/pdf/2310.02207
https://arxiv.org/pdf/2406.03689
https://arxiv.org/pdf/2502.02649


 

그림 11.30 LLM 시대, 허위 정보 대응의 기회와 과제(https://arxiv.org/pdf/2311.05656) 

 

 

그림 11.31 다양한 모델이 소비한 추정 에너지(kWh)와 이산화탄소 배출

(kg)(https://arxiv.org/pdf/2302.08476) 
 

 

https://arxiv.org/pdf/2311.05656
https://arxiv.org/pdf/2302.08476
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