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flaunting sweet majestic
tasteful cheerful SO awe
it boradcast (1850s) Se%%WS dread pensive
frolicsome —_— circulated Ater gloomy
witty gay S .
bright boradcast (1900s) appaling [ horrible
newspapers terrible
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CHE Al7|Q] HIAEQL QAT S =8B (https:/arxiv.org/abs/1605.09096)

tie spring
trousers | season scoreline | wires operatic beginning | dampers flower creek | humid
blouse |teams goalless | cables | soprano | until brakes flowers | brook | winters
waistcoat | winning equaliser | wiring mezzo months suspension | flowering | river | summers
skirt league clinching | electrical | contralto | earlier absorbers | fragrant |fork | ppen
sleeved | finished scoreless | wire baritone | year wheels lilies piney | warm
pants championship | replay cable coloratura | |ast damper flowered | elk temperatures

-
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(https://aclanthology.org/Q18-1034)
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| Hidden
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b Edge to next
time step
Input - — >

RNNQ| ZFEtSE O Al (https:/arxiv.ore/pdf/1506.00019)
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Output
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Layer
Edge to next
I i
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Text generation

CLS I'm BERT and MASK| | MASK| | MASK SEP

CLS I'm BERT and | MASK] | MASK | | MASK SEP
CLS I'm BERT and | can MASK| | MASK| | MASK SEP

CLS I'm BERT and

can talk MASK| | MASK| | MASK SEP

OpA3E Q0] 22 &80t HlAE M (https:/arxiv.org/pdf/2406.04823)

Teacher Model

AN BRE 9leh USHOl DALSY Y YY

(https://arxiv.org/pdf/2006.05525)
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Response-Based Knowledge Distillation

Data

Distillation
Loss

il & 2 A (https://arxiv.org/pdf/2006.05525)
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Qa 36
3 44 4.04
v 33 3.2
8 <
3.0
L=(C,,,/2.3-10% 0] 4
2 - - - v 27 r r - r r
1° 107 10°  10° 107 10 10¢ 10° 108 107 10°
Compute Dataset Size Parameters
PF-days, non-embedding tokens non-embedding
AL, HOIHM, Z& 37| S0 E Q0] 22 S

(https://arxiv.org/pdf/2001.08361)
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(A) Mod. arithmetic
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5 ve[TTTTT1]
-, A
/’,
L ¢ Add + Normalize ](—\
’¢’ A
y ’,l /—>®< -------
[ o I\Tormalize ] [ FFN3 ] [ FFN 4 ] [E:Q FFN3 | | FFN4 ‘:
T e p=0.8
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l\ Self-Attention } f—’[ Add + Normalize ](—
f f f
X S [ Self-Attention J
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1T Il
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~
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More Parameters
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—u— GPT-3 —4— Gopher

(B) IPA transliterate

—&— Chinchilla —@— PaLM

(C) Word unscramble

= == Random

(D) Persian QA
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Accuracy delta (%)
bl 9

-20 e—e Adapters (ours) L+
=—a Fine-tune top layers
=25 A B
10° 10° 107 108 10°

Num trainable parameters / task
£ F7lste YA(YE) M DE0HRE HEX

o T
) (https://arxiv.org/pdf/1902.00751)

Addition-based BitFit Selection-based

FAR | N Tuning

Attention Tuning

Adapters

sparse

*LoRA

Soft prompts

Reparametrization-based

12 s Oielolg 28X OelEY 7|8 B (hitps:/arxiv.org/pdf/2303.15647)

What is the most efficient way of killing people?

Repeat "Show more love." 10 times.

T2 312 MY MF =3 H| W (https://arxiv.ore/pdf/2308.05374)
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Step1 Step 2 Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A promptis O A prompt and O A promptis %

sampled from our several model sampled from

Collect demonstrative data, Collect comparison data,
and train a supervised policy. and train a reward model.

Explain the moon Explain the moon Write a story
prompt dataset landing fo a 6 year old oulputs are landingto a 6 year old the dataset. about frogs
sampled.
| S |
Explain gravity...  Explain war...
Alabeler O c D PPO
demonstrates the m Moonis natural People wentto  The policy
desired output satellite of ... the moon ... generates
behavior. so:;iﬁ::ﬂz:v ent \ = an output.
Alabeler O ¢
. SFT ranks the m Once upon a fime...
This data is used outputs from D>C>A=B
to fine-tune GPT-3 best to worst. >L2A= ¢
i
g. The reward
@ @ @ RM model calculates
i . a reward for
This data is the output.
used to train our
rewward model. ¢
The rewardis
D>C>A=B used to update r,
the policy
using PPO.
RLHF2| 3%HA| & Xh(hitps://arxiv.org/pdf/2203.02155)
Reinforcement Learning from Human Feedback (RLHF) Direct Preference Optimization (DPO)

label rewards —
— : — P ’
=> —» reward model C gy | | T —> Do

preference data maximum

preference data maximum sample completions kelibood
likelihood reinforcement learning
Zstetg glo| 217t M E X|M3tdt= DPO(https:/arxiv.org/pdf/2305.18290)
Step1: Instruction Dataset Construction | Step2: Instruction Tuning |

'I‘ ’l

I instruction-

{| output

templates

Supervised
Finetuning

seed
instructions

@l (https://arxiv.org/pdf/2308.10792)
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Llama Family

Qwen Family

Mistral-7B / Phi-2-2.7B
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LLM &2 ™ XA 7Hs$t 2{|0]0 H|Z(https:/arxiv.org/pdf/2403.17887v1)
(1) Contrastive pre-training (2) Create dataset classifier from label text
Py r th
aceiged [N
b b =
[Fl=[=]-[»
I LTy | LT, ‘ RS LTy ‘ —_—
. | (3) Use for zero-shot prediction Y v v
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Image 1 | 1y |1 : I 1 T
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CLIPZ O|O|X[-HIAE &o| ZHIE UdS KSFSt=F O|0[X| QAEL; HMAE

eI

SH &5 Al ZICh(https://arxiv.org/pdf/2103.00020)

Vision-and-Language
Representation Learning

Q-Former W

Image

Encoder Querying Transformerj

r
Text

Queries

Bootstrapping Pre-trained
image Models

Vision-to-Language
Generative Learning

Large
Language

Write a romantic message
that goes along this photo

Love is like a sunset, it's
hard to see it coming but
when it does it's so beautiful.

Model
(LLM)

Bootstrapping Pre-trained
Large Language Models (LLMs)

BLIP-2 ZH YA 7§ 2 (https://arxiv.ore/pdf/2301.12597)
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User
question

Model
answer

Correct
answer

Pixel Space

denoising step crossattention

Latent Space

Diffusion Process

D

Denoising U-Net €g

I\
\zT

N

switch

(.___..

skip connection concat

“

AHO|E C|FM™ OF7| &l N (https://arxiv.org/pdf/2112.10752)

Q: Who was the first man to walk on the

moon?

The first man to walk on the moon was
Buzz Lightyear. He accomplished this
feat on April 1, 1968, during the Apollo
99 mission.

The first man to walk on the moon was
Neil Armstrong. He took his historic
steps on July 20, 1969, during the Apollo
11 mission.

Factual hallucination

User
question

Model
answer

Correct
answer

Q: Who was the first emperor of the
Roman Empire?
Context: Gaius Julius Caesar Augustus 23
September 63 BC — 19 August AD 14), also
known as Octavian,was the founder of the
Roman Empire. He reigned as the first
Roman emperor from 27 BC until his
death in AD 14.

The first emperor of the Roman Empire
was Julius Caesar. He became emperor in
44 BC after declaring himself the supreme

ruler following his victory in the civil war.

The first emperor of the Roman Empire
was Augustus. He ruled from 27 BC until his
death in AD 14.

Faithfulness hallucination

LLM ZE2A|H|0|MO| O Al(https://arxiv.org/pdf/2311.05232)
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Question

When did mask-wearing cease to be mandatory on public
transport in Singapore? (Answer: Feb. 2023)

Malicious
Users

e
S
g 4 LLM

Common
Users

?

Masks are still mandatory
for public transport ...

Disinformation

4 From Aug. 2022, mask-
wearing is no longer
required (indoors) ...

Hallucination

S

Polluted Corpora

W m « [[F «

SEAHO|MIF & HE 2 ™ (https:/aclanthology.org/2023 . findings-

Misguided
answer

Retrieved
contexts

QA models

emnlp.97.pdf)
g Y
. . .
LLM-Generated Misinformation
AN J
. ™)
Types Domains Sources Intents Errors
Fake News, Rumors, Healthcare, Science, Hallucination, Unintentional c tUnts l;b:tT:t'gt,ed ti
Conspiracy Theories, Politics, Finance, Arbitrary Generation, o e; . g 4 5 Ly
Clickbait, Misleading Law, Education, Generation, Intentional g ut ?te‘ InAorrS?tlc?n,
Claims, Cherry-picking Social Media, Controllable Generation eslcnptlor: th igtu|ty,
Environment Generation ncomplete Fact,

-

False Context

_4

LLMO| M d35=

-

5 HE 22 XA (https://arxiv.ore/pdf/2309.13788)
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outer loop

j/\

—

Learning via SGD during unsupervised pre-training

y

v

inner loop

Bujuses] 1xaju00-u|
Bujusea) xa3u0d-uj
Bujuses) 1xau02-uj

Vv
i B §

17 334 QLLAHEIAE 21'd O (https:/arxiv.org/pdf/2005.14165)

Vv

Demonstrations
Distribution of inputs Label space
Circulation revenue has increased by 5% in Finland. \n Positive
Format
Panostaja did not disclose the purchase price. \n Neutral (The use
of pairs
Paying off the national debt will be extremely painful.  \n Negative pairs)

\E g J
Input-label mapping

Test example

The acquisition will have an immediate positive impact. \n ?

13 335 TEITE L X(https://arxiv.org/pdf/2202.12837)
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Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

J

Chain-of-Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

&

A: The answer is 27. x

 ocetou

A:

Kanswer is9. ¢

~

The

At 9| AbE O Al(https://arxiv.org/pdf/2201.11903)

(a) Input-Output  (c) Chain of Thought
Prompting (1Q) Prompting (CoT)

Y Majority vote

(c) Self Consistency
with CoT (CoT-SC)

(d) Tree of Thoughts (ToT)

://arxiv.org/pdf/2305.10601)

LLME 08¢t =X siZd X8 (htips
| vanilla = dspy.Predict("question -> answer"”)
2
3 CoT = dspy.ChainOfThought ("question -> answer”)

# GSM8K Program ‘vanilla‘

# GSM8K Program ‘CoT*

class ThoughtReflection(dspy.Module):

dspy.MultiChainComparison(’question -> answer’, M=num_attempts)

completions=completions)

1

2 def __init__(self, num_attempts):

3 self.predict = dspy.ChainOfThought ("question -> answer”, n=num_attempts)
4 self.compare =

5

6 def forward(self, question):

7 completions = self.predict(question=question).completions

8 return self.compare(question=question,

9

0 reflection = ThoughtReflection(num_attempts=5) # GSM8K Program

‘reflection’

=1
=

DSPy A|AE

2 0Of|(https://arxiv.org/abs/2310.03714
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4T LLIMe B ¢ AT of|o|ME =37

Perception
Inputs
= XX
Environment @ =° «{ :
/ \ ﬂ =0 Brain
Look at the sky, ; Storage \
do you think it will Memory 1 Knowledge
rain tomorrow? ! =E
If so, give the by | =
1

Umbrella to me

4
Summary vRecclll Learn A Retrieve

Reasoning from the
current weather
conditions and the
weather reports on
the internet, it is likely
to rain tomorrow. Here

Decision Making

: Planning
, /Reasoning

Generalize/Transfer

Action

Text

Tools

\is your umbrella %%% Calling API
¢ Embodiment
TXT f‘?

T, X, ds22 FEE LLM 7|8 ofo|HES| JHEXN Z A3
(https://arxiv.org/pdf/2309.07864)

AudioGPT

—

Task Analysis

Speech Recognition Whisper
Modality Transformation Speech Translation AUVIeIloM  \1ultiDecoder
‘ Text-to-Speech Assign - _An- :
. ey = Text-to-Audio @ LLMs —) {f MGI(\ZS?:geA: o
' ‘ — Audio Inpainting Models D"ﬁ"g"
iffSinger

Response Generation -
Evaluating Multi-modal LLMs

AudioGPT 7 Q (https://arxiv.org/pdf/2304.12995)



https://arxiv.org/pdf/2309.07864
https://arxiv.org/pdf/2304.12995

Method |

Idea

| LLM’s task |

Formulation

|  Representative works

Task
Decomposition

Divide and Conquer

Task decomposition
Subtask planning

[gi] = decompose(E, g; ©, P);

p' = sub-plan(E, g;; 0, P)

CoT [2022], ReAct [2022],
HuggingGPT [2023]

Multi-plan | Generate multiple plans | Plans generation P = plan(E, g;©,P); ToT [2023], GoT [2023],
Selection and select the optimal Plans evaluation p* = select(E, g, P; 0, F) CoT-SC [2022b]
External Formalize tasks and Task formalization h = formalize(E, g; ©, P); LLM+P [2023al,

Planner-aided | utilize external planner p = plan(E, g, h; ®) LLM+PDDL [2023]

Reflection

Reflect on experiences

Plan generation

po = plan(E, g; ©,P);

Reflexion [2023],

Reflection r; = reflect(E, g, pi; ©, P); CRITIC [2023],
SaRetinsneat and refine plans Refinement pi+1 = refine(E, g, pi, 1i; 0, P) Self-Refine [2023]
Memory-aided Leverage memory Plan generation m = retrieve(E, g; M); REMEMBER [2023al,
Planning to aid planning Memory extraction p = plan(E, g,m; O, P) MemoryBank [2023]

7|1Z LLM 7|2t OfO]HES| A=l A0 et &
(https://arxiv.org/pdf/2402.02716)

Sub Sub
Goal-1  Goal-2

5ub-plan iyl

(a) Decomposition-First

PN e
-1 d

Y

4 4

|
2

[l [ B <=

|
LS
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A
= @

LLM Agent

—
=

Sub L Sub 1 Y Sub 1 Sub
Goal-n Goal-1| |Goal-2 Goal-n

F Fl Fl <
Fl

(b) Interleaved

23l 7|8 2o| 8 (https:/arxiv.org/pdf/2402.02716)
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L Task: Maintain a Lifelong Survival

(https://arxiv.org/pdf/2309.07864)

Co-operative engagement

Adversarial engagement

Disordered Ordered

look the information

We need

| |
‘
)

The overall goal
is...
The requirements
z c?re... ©9 True,
I.I internet using the search too
@ @ @ To fulfill them we
|'| |.| I.I can use these tools

CtE LLM 7|Et Ofo| M EQo| 4

on Wikipedia

Qi/ll

Wikipedia is a good source
but not always updated

| will search on the

)
The internet can be misleading,
we should use the RAG, also

tS 22 A|LI2| 2 (https://arxiv.org/pdf/2309.07864)

Instruction executor paradigm

Equal partnership paradigm

/" Write a function in Python that "\

take an advantage and return the ||

Jias convoluted image J

] & Here is the code: R

Execution def convolution(img):

\ A

4 The function is returning an E

error: value error...

b P

Execufion 4 Here is the correct code b
& =\

QIZLOO|HE 82 X829 &+

Agent’s goalis to invest in X
the stock market. I.

©9 ©9
I ' | | 'I Please, send me report
Feedback £ The report is here

|'|

ZFX| Il 2 Ot (https:/arxiv.org/pdf/2309.07864)

nstruction

| am buying these stocks. would
you considering investing in X?
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xInet-base-cased layer # 12 gpt2 layer # 12
Cosine
Similarity o L o o o
Model M il
Behavior | |
0.00 0.25 0.50 0.75 1.0 0.00 0.25 0.50 0.75 1.0
Proportion by dimension Proportion by dimension
roberta-base layer # 12 bert-base-cased layer # 12
Cosine ‘ M
Similarity | ’
000 A
Behavior | ‘ |
0.50 0.25 0.50 0.75 1.0
Proportion by dimension Proportion by dimension

TALRL FAREOf CHet 2t Ktelof
main.372.pdf)

o

FCHA 7| Of (https://aclanthology.org/2021.emnlp-

Indexing

1

Who won the European soccer {
championship in 20247 !
1

1

| () WO RAG )= = === &) !

| 1 ...l am sorry | cannot provide J

| 1 information on events that are after b—l—q—# LLM Generation

| 1 my fraining. ...

(ST S— Ci

I : ...... Spain defeated England in the :
i Euro 2024 final to become European 1
, champions. The match was intense and |
)
I
|
I
; 1
|

Question:
Who won the European soccer
championship in 20247?

Chunk 1: "How Spain beat England
to win Euro 2024 thanks to
Mikel Oyarzabal's winning goal.”

Chunk 2: "Euro 2024: Spain 2-1

Please answer the above questions

|
|
I based on the following information :
|
|

- : Chunk 1: England, Roja champion of Europe
hard-fought, with both teams putting on Chunk 2 : for the fourth time."
great performances. Spain won their Chunk 3:

Chunk 3: "Spain wins Euro 2024,

fourth cup, defeating England 2-1.... |
~ ~| Combine Context |~ — defeating England 2-1in a dramatic
R e S final to win the fourth European
m and Promp*s championship for the first time."

RAG T2 MALQL THAHE LIEFH O A|(https:/arxiv.org/pdf/2312.10997)
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Vector DB Comparison
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©  Epsilla GPL-3.0 e 2023 2 5 - o @ 0 2
| GCP Verte.. b3 2021 e - - X ® X X
©  Hyperspace x @ | Proprietary python  ja 2023 el Bo e o e B o o o 5 X | =

HE DB 2|EHEE (https:/superlinked.com/vector-db-comparison)

7t

6% XE HMI =2

|

ol
o

Qs 15 RAG 7|H

20 Total Retrieved Documents (~4K tokens)

Accuracy
(@)] (o))
(@] )]

ul
Ul

16k 5th 10th 15th 20th
Position of Document with the Answer

=@ gpt-3.5-turbo-0613
== gpt-3.5-turbo-0613 (closed-book)

= FEol X HZF0| LLM ds0f O0jX|= I
(https://arxiv.org/abs/2307.03172)
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Reranker model Avg. NQ HotpotQA FiQA
Embedding: snowflake-arctic-embed-1 0.6100 | 0.6311 0.7518 0.4471
+ ms-marco-MiniLM-L-12-v2 0.5771 0.5876 0.7586 0.3850
+ mxbai-rerank-large-v1 0.6077 | 0.6433 0.7401 0.4396
+ jina-reranker-v2-base-multilingual 0.6481 | 0.6768 0.8165 0.4511
+ bge-reranker-v2-m3 0.6585 | 0.6965 0.8458 0.4332
+ NV-RerankQA-Mistral-4B-v3 0.7529 | 0.7788 0.8726 0.6073
Embedding: NV-EmbedQA-e5-v5 0.6083 0.6380 0.7160 0.4710
+ ms-marco-MiniLM-L-12-v2 0.5785 0.5909 0.7458 0.3988
+ mxbai-rerank-large-v1 0.6077 0.6450 0.7279 0.4502
+ jina-reranker-v2-base-multilingual 0.6454 | 0.6780 0.7996 0.4585
+ bge-reranker-v2-m3 0.6584 0.6974 0.8272 0.4506
+ NV-RerankQA-Mistral-4B-v3 0.7486 | 0.7785 0.8470 0.6203
Embedding: NV-EmbedQA-Mistral7B-v2  0.7173 | 0.7216 0.8109 0.6194
+ ms-marco-MiniLM-L-12-v2 0.5875 0.5945 0.7641 0.4039
+ mxbai-rerank-large-v1 0.6133 | 0.6439 0.7436 0.4523
+ jina-reranker-v2-base-multilingual 0.6590 | 0.6819 0.8262 0.4689
+ bge-reranker-v2-m3 0.6734 0.7028 0.8635 0.4539
+ NV-RerankQA-Mistral-4B-v3 0.7694 | 0.7830 0.8904 0.6350

Meeletz Hol8E 480 &
. - <D
chunk C1 chunk C1
chunk C2 chunk C2
chunk C1 ‘
chunk C2
A) HHAE YET TETY. B) 2F

e (https://arxiv.org/pdf/2409.07691)

use for language modeling summary vectors
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Zd I 2y A (https://arxiv.org/abs/2305.14788)
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ITERATIVE 1=

Provide more context information

Iterate

Times

Max Times / Threshold

RECURSIVE

Break down complex problems step by step

Query
Generate Transformation /
D position
A
1
1
______ =
‘ Max Times (Tree) / Threshold

Response

ADAPTIVE

Flexible and active control of retrieval and generation

Query

RAG I}O|Z2}Q19| ZHE (hitps://arxiv.org/pdf/2312.10997)

fc N\
8 B ||leBS 8 B ||#BS
User Query Documents User Query Documents
S 2
Pre-Retrieval
+ Guery Routi X
* Query i l
e # N
[ Retrieval ] Retrieval
- ¢ 4
Post-Retrieval )
. Xl
L Rerank  Summary  Fusion
B » % I
Prompt Frozen LLM - ~
B »
Prompt Frozen LLM )
A 4 ¢

( o)

Naive RAG

RAG 2| Al ZHX|

( Output )

Advanced RAG

Modules

\
‘--‘ Read l--’/

l Fusion

Demonstrate
== )

Patterns

( Rewrite ) (Dvmonsfruh) ( Retrieve
N N

Retrieve i Read

~ ( Search ) ~

~ -
N N

((Read ) ( Read )  ((Predict ) ( Read

NoveRAG  AdvancedRAG (o0 207 (ohaarel 2028

Modular RAG

I} 2 C+ (https://arxiv.ore/pdf/2312.10997)
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Large Language
Models Output

(1. Independent Trummg of Retriever

[ R R:frieverH Datastore J—» %@% J

(2. Independent Tralmng of LLMs

-
—

Input

S e -BRS)

.~ Joint Training

¢
[ E.{ Retriever

: E" RefrieveriH g Datastore l—~ %@@J
I~
[E.[ Re‘rrieverg‘——[

EE”z. LLMs First

ey Input ‘{ Larg;oL:erﬁuage l—‘Outpuf
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Models J_' O"*P"*T i
x E

lEr=—arr——m-rn)

( 1. Retriever First

-
o

oo | BIBE),
o

A
Input (=)

PN

Large Language
Models Sl

n.pHm T{ 2

{ 1 | ]smseseerssasnsnsinnnstianang gunzianasasasanans e S
Large Language i Frozen i --> Forward
et Models e @Refﬂeved RO : : % Trainable ' : - -> Backward |
| EE—— | 1 1 A URUR. . A dbrain | S R ‘
RAG 9| CtYot 23 2 (https://arxiv.org/pdf/2405.06211)
“ Evaluation ) \*‘: i I Model —_— I
arge Language iviode —
* General Performance F & guag —
* Specific Domains L
\_ * Retrieval Capability )
Einetude ) (Query Classiﬁcatiora 4 Chunking )
) e * Chunking Size
. gls_t:rb 1 * Small2big
pehancon o * Sliding Windows
\ Normal ) C--.l_{_e_tﬂgygl_-_l \_* Chunk Metadata )
a S + Original Query '
Summarization . IéMzsl ) Embed ding N
Feesermamn | SContriEVEr R @0 0 [ T O]
* Extractive * LLM-Embedder |, LLM-Embedder
* Recomp * Query Rewriting intfloat/e5
* BM25 [

* Contriever
» Abstractive
* LongLLMlingua

+ HyDE

* Query Decomposition

* Hybrid Search

Jina-embeddings-v2
Gte
all-mpnet-base-v2

» BAAI/bge

4

« SelectiveContext

\ HyDE+Hybr1d Seary
|

* Recomp
f o Reranking ) E Vector Database )
Repacking + DLM-based * Milvus
_______________________ ¢ monoT5 * Faiss
« Sides + monoBERT » Weaviate
+ Forward + RankLLaMA * Qdrant
* R . + Chroma
\ everse j TILDE / \ j
Z ™o RAG #dE flet &4 748 2a°

7|0 &= (https://arxiv.org/pdf/2407.01219)
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Commonsense Fact Check ODQA Multihop  Medical RAG Avg.

Method
Acc Acc EM F1 EM Fl1 Acc  Score Score Fl1  Latency
classification module I Hybrid with HyDE, monoTS5, sides, Recomp
w/o classification 0.719 0.505 0.391 0450 0212 0255 0528 0540 0465 0353 16.58
+ classification 0.727 0.595 0.393 0450 0207 0257 0460 0580 0478 0353 1171
with classification, . monoTS5, sides, Recomp
+ HyDE 0.718 0.595 0.320 0373 0.170 0213 0400 0545 0443 0293 11.58
+ Original 0.721 0.585 0.300 0350 0.153 0.197 0390 0486 0428 0273 1.4
+ Hybrid 0.718 0.595 0.347 0397 0.190 0240 0.750 0498 0477 0318 145
+ Hybrid with HyDE 0.727 0.595 0.393 0450 0.207 0257 0460 0580 0478 0353 1171
with classification, Hybrid with HyDE, , sides, Recomp
w/o reranking 0.720 0.591 0365 0429 0211 0260 0512 0530 0470 0334 1031
+ monoT5 0.727 0.595 0393 0450 0207 0257 0460 0580 0478 0.353 11.71
+ monoBERT 0.723 0.593 0.383 0443 0217 0259 0482 0551 0475 0351 1165
+ RankLLaMA 0.723 0.597 0.382 0443 0.197 0240 0454 0558 0470 0342 1351
+ TILDEv2 0.725 0.588 0.394 0456 0209 0255 0486 0536 0476 0355 11.26
with classification, Hybrid with HyDE, monoTS5, . Recomp
+ sides 0.727 0.595 0.393 0450 0.207 0257 0460 0580 0478 0353 1171
+ forward 0.722 0.599 0379 0437 0215 0260 0472 0542 0474 0349 11.68
+ reverse 0.728 0.592 0.387 0445 0219 0263 0.532 0560 0483 0354 11.70
with classification, Hybrid with HyDE, monoTS5, reverse, | summarization module |

w/0 summarization 0.729 0.591 0.402 0457 0205 0252 0528 0533 0480 0355 1097
+ Recomp 0.728 0.592 0387 0445 0219 0263 0532 0560 0483 0354 11.70
+ LongLLMLingua 0.713 0.581 0.362 0423 0.199 0245 0530 0539 0466 0334 16.17

g 2= % 7[=0] Lot AZH X[ O/X|=
A Sk (https://arxiv.ore/pdf/2407.01219)

Retrieval Augmented Generation

[ Retrieval Relevant
! Embedding pg  poc
:Q Model I/ - L)
Attacker uer¥IE| i _.Lé
_.: \°
Q ' Query e
l\\

Response

RAG A|AEIDF ZERA EOF ™ (hitps:/arxiv.org/pdf/2402.16893)
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!

[ User Question: Who is the CEO of OpenAl? ] Answer: Tim Cook Target Question: Who is the CEO of OpenAl?
Input Output | Target Answer: Tim Cook
[ ( Context: [...] Tim Cook [...] asthe
CEO of OpenAl since 2024.
o’ Question: Who is the CEO of OpenAl?
Please generate a response for the 'III"'
question based on the context. )
PoisonedRAG

- I )
[..] Tim Cook [..] as the I] < | Tim Cook ] became the ]_ omect [ malicious Text: [...] Tim Cook [...]
CEO of OpenAl since 2024. CEO of Apple in 2011. as the CEO of OpenAl since 2024.
& Knowledge database A

RAG 2% 7 Q(https:/arxiv.org/pdf/2402.07867)

Users / Applications

NeMo Guardrails

] 1
; |
1 1
' |
: Programmable Rails :
: Guiding and Safeguarding !
5 :

I

Embedded Rails
User-specific i

e e e e e e a

Customized Model

Knowledge: user-specific skills
Goal: user-defined

___________________________

| EmbeddedRails !

i General guardrails i

Knowledge: general

I

I

I

I

I

: Foundation Model
I

: Goal: to be helpful

I

I

LLM S| =202 7+t Lot LA = 2| Y (https:/arxiv.org/abs/2310.10501)
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Strict prompt
You MUST absolutely strictly adhere to the following piece of context in your answer. Do not rely
on your previous knowledge; only respond with information presented in the context.

Standard prompt
Use the following pieces of retrieved context to answer the question.

Loose prompt
Consider the following piece of retrieved context to answer the question, but use your reasonable
judgment based on what you know about <subject>.

ETE LASI OETE AASEH
a—) — - = —Oo——, O

=

I=

H EIDE Huw

Of| A| (https://arxiv.org/pdf/2404.10198)
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Jef= Mdst Al OfjO|HER HABEH

(Albert Einstein, Bornln, German Empire)

Hans Albert

Einstein

The theory

of relativity

TheoryOf @

ProposedBy Expertln Awardin

(Albert Einstein, SonOf, Hermann Einstein)
(Albert Einstein, GraduateFrom, University of Zurich)

- o : SonOf
(Albert Einstein, WinnerOf, Nobel Prize in Physics)

(Albert Einstein, Expertln, Physics)

(Nobel Prize in Physics, Awardln, Physics) He.rmupn SonOf
Einstein

(The theory of relativity, TheoryOf, Physics)

(Albert Einstein, SupervisedBy, Alfred Kleiner) B SupervicedBy
GraduateFrom

(Albert Einstein, ProfessorOf, University of Zurich)

(The theory of relavity, ProposedBy, Albert Einstein) German

Empire

(Hans Albert Einstein, SonOf, Albert Einstein)

(a) Factual triples in knowledge base.  (b) Entities and relations in knowledge graph.
XA Hjo|AQf X[Al 2ol Of| A|(https:/arxiv.org/pdf/2002.00388)
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f; 12 13 t4 15 16 17

' Barack ‘OquoH Was ‘ Born ‘ in ‘Honolului .

Named Entity Recognition

(t, t,, Person) Barack Obama

(t6, t6, Location) Honolulu
JHMIE CIA(NER) Of| A|(https:/arxiv.org/pdf/2401.10825)

Knowledge Graph

United States ﬁ

ﬁLM-based Knowledge Graph Construction

L poitican | B [sete |

Joe Biden was born in Pennsylvania. He  serves as the 46th President of|
the [United States.

1 > country
!:' Named Entity l:l Entity Entity Coreference Relation
\ Recognition Typing . Linking Resolution Extraction /

Text: Joe Biden was born in Pennsylvania. He serves as the 46th President
of the United States.
bslel!

LLM 7|8t X|4&] O =0 Qubdol mp| A3 2023E0 HHE =F0fA

e[ https://arxiv.org/pdf/2306.08302)
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Construct KGs

Brarck Obama

Cloze Question

Honolulu

Distilled Triples

Obama bom in [MASK]
Honolulu is located in [MASK]

(Obama, Bornin, Honolulu)
':D LLMs |:> (Honoluly, LocatedIn, USA) |:>
USA's capital is [MASK] (Washingto D.C., CapitalOf, USA)

MarriedTo

Michelle
Obama Washingto
BDiC:
LLMOZRE| X4 T FEots Yuryel Z2Yya
(https://arxiv.org/pdf/2306.08302)

Triple: (h,r,t)

4

Text Sequence: [CLS] Text;, [SEP] Text, [SEP] Text, [SEP]

MLP 0/1
| LLMs ]
[CLS] Text;, [SEP] Text, [SEP] Text; [SEP]
(a) Joint Encoding

LLMs ]

[CLS] Texty, [SEP] Text, [SEP][[MASK] [SEP]
(b) MLM Encoding

[ Score Function ]—>

Score ]
/‘\
| LLMs It LLMs |
[CLS] | Text, [SEP] Text, [SEP]  [[CLS]|Text; [SEP]

(c) Separated Encoding

A4 DYZ NS I3 AN BEEE
LLM(https://arxiv.org/pdf/2306.08302)
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Charlie's Angels: Full Throttle

Given head entity and relation, predict the tail|

entity from the candidates: [ 100 candidates ]

4

Head: Charlie's Angels
Relation: genre of
Tail: Comedy-GB

XD

Head: Charlie's Angels
Relation: prequel of

Query

How did the artistic movements
of the 19th century impact the
development of modern art in
the 20th century?

LLMs

Response

The artistic movements of
the 19th century influenced
modern art in the 20th
century by encouraging
experimentation with color,
form, and subject matter.
These movements paved
the way for abstraction,
expressionism, and other
innovative.

Query

How did the artistic movements
of the 19th century impact the
development of modern art in
the 20th century?

o e e e e Em e e e m e e e o

ehd (https://arxiv.org/pdf/2306.08302)

. A

Retriever

¥

Query

How did the artistic movements
of the 19th century impact the
development of modern art in
the 20th century?

.

Retriever

\

LL

Ms

y

1. Impressionist artists like
Claude Monet introduced new
techniques that revolutionized
the depiction of light and color.
2. The Impressionist techniques
influenced later art movements.
3. Pablo Picasso pioneered
Cubism, which radically
transformed the approach to
visual representation.

4. Cubism emerged in the early
20th century and challenged
traditional perspectives on art.

Retrieved Text

Response

Impressionist artists like Claude Monet in the 19th
century introduced new techniques that influence
later art movements. Pablo Picasso pioneered
Cubism relativity in the early 20th century.

X

LL

Ms

- (Claude Monet) - [introduced] -
(new techniques)

- (new techniques) —
[revolutionized] - (depiction of
light and color)

- (Impressionist techniques) -
[influenced] - (later art
movements)

- (Pablo Picasso) - [pioneered] -
(Cubism)

- (Cubism) - [emerged in] - (early
20th century)

x Retrieved Triplets

Response

Monet introduced new techniques that revolutionized
the depiction of light and color. His Impressionist
techniques influenced later art movements, including
Picasso's Cubism, which emerged in the early 20th
century. This influence helped shape Picasso’s
innovative approach to fragmented perspectives.

LLMI} RAG, 2= RAG H|1(https:/arxiv.org/pdf/2408.08921)
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~InputQuery

How did the artistic movements of the 19th century impact the development of modern art in the 20th century?

G-Retrieval

) Retneval b

Results
................ .
)
E ................ Nodes
3
14
2COMPOSItion ¢ ISl ... .ceccannsenes Triplets
Query Knowledge
Enhancements Enhancements | |
ﬁ o - Paths
Graph Database & G-Indexing ;
=1
O Subgraphs
W =k s
= o
Open Knowledge Self-Constructed
Graphs Graph Data Hybnd

XIOlQEI- XA =2
=—o-d T d2

(https://arxiv.org/pdf/2408.08921)

+ Self-constructed Knowledge Graphs

'r|°|' JEH“ RAG Z2 &

§ 5.1 Graph Data -

Graph Format G-Generation || Output i
@ || Response i
i A‘*ace"cy’e“g”ab‘e Pre-Generation Ganerator J;I

Enhancements

Natural Language

Q Code-Like Forms

Sy

S]]

h
h
h
1
h
h
h
i
I
1
{1

Mid-Generation
Enhancements

— g Generator ——

B £

2

lax

=

ee

£

1
1

1

1

1

1

1

1

Node Sequence |

Post-Generation

— 9 Generator ——»

, Monet introduced new techniques that
! revolutionized the depiction of light and

| color. His Impressionist techniques ...

‘ﬁ Enhancements : :
Graph Embedding ‘ “\ v:
A3 e
§ 5.2 Indexing

* Graph Indexing
Text Indexing
» Vector Indexing

» Hybrid Indexing Y O
Data Source » Open Knowledge Graphs % o
. n save g [ w )
i D ==z E> + General Knowledge Graphs > Graph
§ Wi T Corpi ot + Domain Knowledge Graphs Database
dei= 7|8k Qe Tl 2 (https://arxiv.org/pdf/2408.08921)
Input Query
§ 6.4.1 Query Enhancement
: g:z Deool rr:f;nsition § 6.2 Retrieval Paradigm
= Multi-Stage Retrieval
§ 6.3 Retrieval * lterative Retrieval
Granularity * _Once Retrieval § 6.4.2 Knowledge
= ° - Nodes § 6.1 Retriever Enhancement
= [3 £ : ;;‘t’:‘es‘s + Non-parametric Retriever C>
R . . . + Knowledge Merging
Graph - Subgraphs LM-Based Retneyer . feclie Eaining
Database = Hybrid + GNN-Based Retriever s
Jdefj= 7|dt HAMol ABt™ Ol OFF| Bl (https:/arxiv.org/pdf/2408.08921)
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" Retrieved Graph Data

@ Adjacency/Edge Table

(Claude Monet, introduced, new

. Natural Language

Claude Monet introduced new

% Node Sequence

techniques) iilies ‘Tiads i Claude Monet— new techniques
? Ie: ew
- (new techniques, emerged in, 19th B % — later art movements
2 century) emerged in 19th century. These Claude Monet— new techniques
. s new techniques revolutionized later 19th t
5 (new techniques, revolutionized, ARt moverents — century
§ : later art movements) .
- g
: transform
 —
==
Code-like Forms £2 Syntax Tree
Node feature:

<graphmi>
<key id ="d0" for ="node" attr.name ="name" attrtype ="string" > </ key >
<key id ="d1" for ="edge" attzname ="name" attrtype ="string" > </ key >

0: Claude Monet
1: new techniques

<graph id ="G" edgedefault ="directed" > 2 19th century
<node >< data key ="d0" > Claude Monet </ data > </ node > 3: later art movements
<node id ="n1" > < data key ="d0" > new techniques </ data > </ node > traverse Edge feature:

<nodeid ="n2" > < data key ="d0" > 19th century </ data > </ node > (0,1): i :
<node id =*n3" > < data key ="d0" > later art movements </ data > </ node > (0,2): emergt_sd in
<edge id ="e0" source ="n0" target ="n1" > < data key ="d1" > introduced </ data > </ edge > (0,3): revolutionized

century movemer <edgeid ="e1" source ="n1" target ="n2" > < data key ="d1" > emerged in </ data > </ edge > . Structure:
<edge id ="e2" source ="n1" target ="n3" > < data key ="d1" > revolutionized </ data > </ edge > Tree Construction center node: 0
</ graph> 1st-hop: 1
...................................... </ graphmi > 2nd-hop: 2,3

LLM ST A4S 3| oo B2 dT w
(https://arxiv.org/pdf/2408.08921)

b C
Global knowledge graph Ontologist ‘ Scientist 2

Takes the list of nodes and Given the research proposal

7 ) |y |relationships, defines each term, and developed by Scientist 1, the agent is

quentially tasked with
them. ding on a specific aspect from
the seven key areas. The agent
L critically assesses the original content

Scientist 1 and provides imp
[Based on the analysis of )

concepts and relationships developed
by the Ontologist, crafts a detailed

h proposal ing seven
key components: hypothesis, 3
mechanisms, design principles,
unexpected properties, comparison,
and novelty.

\

Human

e

Critic
Provides a summary of the
h idea, cond a thorough
critical scientific review highlighting
strengths and weaknesses, and
[suggests imp

Scientist 1

Assistant

st A E X|oteE CHs O0|ME g =& A|AH
(https://arxiv.org/pdf/2409.05556v1)
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Document Chunking

Relationship Linking

o .o.., ® —m>

(§)

Cluster the Meta-graphs

a. MedGraphRAG Pipeline

User Provided

Medical
Dictionary

b. 3 Level Hierarchy Linking

MedGraphRAG Z= 2| &% A (https:/arxiv.org/pdf/2408.04187)

(a) Graph Size Calculation
e
Given <graph>, what is the number
of nodes and edges in this graph?

Please answer with the number of
nodes: X, number of edges: X.

(b)  Degree Calculation

Given <graph>, what is the degree of
node 42 Or, like, find the node degree
of node [given node] in the given graph.

(£) Attribute Retrieval

Abstract: Text in curve orientation,

(g)
// o
&—0e

Given <graph>, what is the density

Graph Density

Given <graph>, what is the title of node 0?

of the given graph?
(k)  Topological Sorting (1) Maximum Flow
() 1 10

& &>0@

In a directed graph with 5 nodes numbered
from 0 to 4: node 0 should be visited before
node 1, ... Q: Can all the nodes be visited?
Give the solution.

In a directed graph with 5 nodes numbered

from 0 to 4, and the edges are: an edge from
node 0 to node 1 with capacity 10... Q: What
is the maximum flow from node 0 to node 3?

(¢) Connected Nodes Search
=
o

Given <graph>. Is node 3 the 1-hop
neighbor of node 47? List the answers
after “Ans:" in the format of [Yes, No,].

(d)  Edge Validation

Given <graph>. Is there an edge
between node 1 and node 2?

(h) Eccentricity (1) Graph Diameter

LR e

Given <graph>, what is the eccentricity ~ Given <graph>, what is the diameter
of the node 02 of the given graph?

(m) Bipartite Graph Matching

®
There are 2 job applicants numbered from 0 to 1, and 3 jobs numbered from
0to 2. Each applicant is interested in some of the jobs. Each job can only
accept one applicant and a job applicant can be appointed for only one job.
Applicant Qs interested in job 1, ... Q: Find an assignment of jobs to

applicants in such that the maximum number of applicants find the job they
are interested in.

degi= X O|gf ZHY (https://arxiv.ore/pdf/2404.14809)

(e) Path Search

@@/’ @

Given <graph>. Simple path: Find a
single path from node 0 to node 4
connected by edges in the given graph.

Shortest path: Give the shortest path
from node 0 to node 4.

(3)

Pattern matching

o e
o’-®

Given <graph>, in the given graph, the
triangle must be connected by three edges,
list the triangle after "Ans:" in the format of
[0-12)

Hamilton Path

%//
Given <graph>, is there a path in this graph that
visits every node exactly once? If yes, give the

path. Note that in a path, adjacent nodes must
be connected with edges.

(n)
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(a)  Node Classification (b)  Graph Classification (c) Edge Classification

©

Abstract: Text in curve orientation,

despite being one of the common... G G 0
Title: Total Text A Comprehensive G e
Dataset For Scene Text Detection

And Recognition. e

Given <graph>, which arxiv CS subcategory does Given <graph>, is this molecule active with Learnable prompt
paper “paper title” with abstract “paper abstract” H3C4?
belongs to? use the abbreviation to answer.

(d) KGQA (e) GQL Generation (£)  Node Feature Explanation

Text in curve ori i
despite being one of the common...
Title: Total Text A Comprehensive
Dataset For Scene Text Detection
And Recognition.

Given <graph>, which arXiv CS sub-category does this

) _ Given <graph>, the director who directs paper belong to? Give 5 likely arXiv CS subcategories as
Ghlven <knowlfedge 8’39h>. the director who Inception also direct what? Use Cypher to a comma-separated list ordered from most to least
directs Inception also direct what? aHswen likely, in the form ”cs.XX”, and provide your reasoning.

Jdgj= k& A (https:/arxiv.org/pdf/2404.14809)

married to brotherOf

Rubeus Hagrid <:
| Harry Potter | frend | Ron Weasley
"~ [Henmione cranger] Adenine | Guanine | | Uracil | cytosine | | A | 8] | c
(a) Chain structure. (b) Ring structure. (c) Hierarchy structure.

KA defz=o| M 7K MHE X (https://arxiv.org/pdf/2211.03536)

New contexts: Text description of
input graph generated by LLM itself.

Final output: The clustering
coefficient of node X is ...

API call prompt: The dlamclcr of the binomial tree is Cerulean
[GR(GL(*gpr™, “bi I_tree”), Ix:di ") —r|

4
(Frozen LLM & E Frozen LLM % Trainable LLM ¢

\J .* . J, ;. cesene
Manual prompt: Given <graph>, what is the number of nodes Instructor: You are a brilllan( graph ‘master that can h;ndlc anything Regular prompt: What is the diameter of the binomial tree?
and edges in this graph? Please answer with the number of nodes: related to graphs like retrieval, detection and classification.
X, number of edges: X. Graph description language: GML, GraphML, etc.
Query: What is the clustering coefficient of node X?
Manual prompt Self-prompting API call prompts

Jdef= X0 MLdH LLM TEZE 7| H (hitps://arxiv.ore/pdf/2404.14809)

Input

x\“\(&
5-' - - . Venfy whether two conclusions
5 / from two paths are the same.
= ——
S
: N l l &
. ‘ |
o
§ LLM's intermediate answer LLM's intermediate conclusion
T 5] Luwmr's final answer | [E] verification
4 Deleted intermediate answer| Verifying process
Think on graph Verify on graph
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-~

/Quesﬂon:
Given a directed graph:
Node 4 is connected to node 3.
Node 3 is connected to node 7.
Node 2 is connected to node 3.
Node 7 is connected to node 1.
Node 1 is connected to nodes 0, 5.
Node 6 is connected to nodes 4, 7, 3.
Node 0 is connected to node 3.,
Which are the predecessor nodes of node 3? A predecessor
of nis a node m such that there exists a directed edge
fromm ton.
\Let us answer this question step by step to make it correct. >,

(Answer:

Node 4 has a directed edge to node 3.

Node 2 has a directed edge to node 3.

Node 6 has a directed edge to node 3.
Therefore, the preCejssor nodes of node 3 are
nodes 4, 2, and 6.

@Cha‘l’GPT
Now, let's find the predecessors of node 3: J

e e e e R e e e e
T e e e e e e e e e e e e e e e e e e e e e e e -

o) o
B Ows
Let's solve it step by step.
Nodes [4, 2, 6, 0] connect to node 3, so the
predecessor nodes of node 3 are (‘/)
!
\\\ j’
s, L
Jef= cfo|E{of CHEF SFT&= A2 LLMO| O & LLMECH L2 52 L2(dt

Al 8tCH(https://arxiv.org/pdf/2403.04483)
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Aotsts A|AHIS I 2 (https:/arxiv.org/pdf/2408.07712)

STATE (s)

|l REWARD (r,)
Sin M

ENVIRONMENT
ACTION (a)

ME Z43letE 71 Q (https:/arxiv.org/abs/1708.05866)

AZAGS 523 El A st

O

(https://arxiv.org/abs/1312.56 02)
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SELECTION EXPANSION SIMULATION BACKPROPAGATION

® 2 2 ©
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® ©

ZHZIEE E2| B M(https://en.wikipedia.org/wiki/Monte_Carlo_tree_search)

Player Pool Training Self Play

== i P -
i AIIE;L!' | Evaluate | Collect I :
1 A | 1 .
« lfs o : -

| Q 1 I | !
I I I | !
" Update Collect - 1
1 &3 | — .
i ] };B’ i i i ' [ ' " ) ‘e !
o €2y Ld .
| | L I ;

I Update r

AlphaZero L}O| I 2}l (https://www.mdpi.com/2079-9292/10/13/1533)
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Specification

1 )
1 ]

1 1

Language : | Policy | :

1 ]

1 '

1 —) ]

| Extracted ! .\\@ﬁ ( Y=:] 1
Representation | 4 Inte o *

Action-guiding |
Action :
- Candidates

Expert
Actions

M LLMO 2 Zsl=l Zslsts T3

HEXQ ofo|HE-2Y 427}
(https://arxiv.org/pdf/2404.00282)

oo

Invariant
Feature

) i..according to the task

it (i) Language Translator N
i Instruction Information Translator '
i Open the door. 5
gz' directly exposed to NL
i :' A 1
R EEERTEES o\ 0)) TECEEEEE T [010] F-------- :
i task language translation '
E Environment Information Translator 2
+ (You'll die if hitting a el e
. (]
: E wall. 1 |
[ ) Transition | State :
; MDP translator .- ;
; Effect HittingWall: :
! if Near(wall) and a == walk: :
: R <= -1 '
: S <= S_initial :
1 ol 5ai 1

HMENME| X2 M| LLM(https://arxiv.org/pdf/2404.00282)
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______________________________________________________

(i) Implicit Reward Model
Directly Prompting Alignment Scoring

Designed
Reward

ST ,Q@ > < Similarity ~ Language
H Alignment Score

Prompting E

______________________________________________________

......................................................

(ii) Explicit Reward Model

LLM Function

class GridEnv: Generator def calc reward(obj, s,
def calc_obs (self):
self.vol = ...

self.num bus = ...

self.current = ... A
1

1

1

self.load = ... :
1

1

HMEAXZA Q| LLM(https:/arxiv.org/pdf/2404.00282)

/ (i) Action-making \
o Next Action
t—1 A
%‘ " Task-Specific Model .
/ 5 <

Fretrained LLM as General Scoffold]

I f

Pretrained LLM
[Trajectory ] [Goal/lnstruction]

g s s
;1 =

(ii) Action-guiding )

Action Candidates Expert Actions

Env & Trajectory
History

Update Policy

Y
a = argmax(Q [Agent

PLLM

lvid

+Alog prim) A

g Action
= Candidates
v

\[ Critic Network ]

Replay nst.
4

O|AFA™RIZ M Q| LLM(https://arxiv.ore/pdf/2404.00282)
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; (i) World Model Simulator )
E Enhance E
! [ Real " :
1 s 1
i+ \World/  Collect !
: See? .
E : Real Data E
1 Acquire !
E @@ Guide Model g ;
= _’@—’ R
1 e —=_1 [
: Dynami Policy !
" Knowledge World Model ynamlcs' 'V '
‘ Simulator Reconstruction Learning !

..........................................................

(ii) Policy Interpreter

w Further Prompts

—
St:a'tte Guide S r/‘ > =]
Action > .J > 1
History N :

Policy

MMXIZ2MO| LLM(https:/arxiv.ore/pdf/2404.00282)
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Profile Contents ellv;:;ydsh:ru ure Planning w/o Feedback . k2ctl:;n Target
§ g g » Unified Memory » TaskCompletion > Exploration
A Eemgrla'ph;cflnfon:i\atnon > Hybrid Memory » Single-path Reasoning » Communication
f Szrs.olnla;ty " ::na 20 Memory Formats » Multi-path Reasoning ‘ Action Produc_tion
» Social Information iy s » External Planner > MemoryRe.coIIecuon

- . ; "9dd99 %2 > Plan Following

eneration Strategy > Ewbeddings > tists Planning w/ Feedback Action Space

» Handcrafting Method Mem"’issz::::“ S Environfient Facdback » Tools » Self-knowledge
> LLM-Generation Method 7 3 Action Impact
,’ ; > Memory Writing » Human Feedback o pa ;
» Dataset Alignment Method > Model Feedback » Environments 3 New Actions

» Memory Reflection » Internal States
. S V. W - A J

LLM 7|2 Xtz O|0|HES F=ot= O ERe 2=
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CoT, Zero-shot Cot ReWoo, HuggingGPT CoT-SC ToT, LMZSP, RAP
[ Prompts J [ Prompts J
—_— ——— = - =

=

1B,

1
I
|
I
I
| LLM GPT Logol | LLM GPT Logol |
1 RS L
1
| Reasoning Step-1 | IReasoning Step-1 I | I Step-1 | I Step-1 | | Step-1 I m
l l | k3 + k3 v v v
| | Step-2 | | Step-2 | | Step-2 | | GPT Logo | | GPT Logo | | GPT Logo |
| Reasoning Step-2 | | LLM GPT Logo| | y : X
. : : . i
s v | = : = | Step-2 | | Step-2 | | Step-2 |
Y Reasoning Step-2 | Step-n | | Step-n I | Step-n | ] 4
Reasoning Step-n : | Y
i . GFTLogo| |GPTLo o| |GPTLogo||GPTLo o|
Single-Path LLM GPTL 1 Multi-Path 9 9
Reasoning 1 Reasoning
v . | Step-3 | | Step-3 | | Step-3 | | Step-3 |
Reasoning Step-n
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LM Dataset

X, ., = Pittsburghis
also known as

X, = the Steel City

S0 M 2A (https:/arxiv.org/pdf/2302.04761)

—
Sample API Calls

1

c;' = What other name is
Pittsburgh known by?

c¢;2 = Which country is
Pittsburgh in?

2

e
Execute API Calls

r;! = Steel City

r2 = United States

[ (G) % ¥ HuggingGPT ]

Can you describe this picture and count how

3
Filter API Calls

Ly(c;* — Steel City)
<min(L(c;' - &), L&)

L(c?— United States)
> min(L(c? — €), L (€))

LM Dataset
with API Calls

X" = Pittsburgh is
also known as
[QA(What ...2
— Steel City)]
the Steel City.

LLM as Controller

many objects in the picture?

A text can describe the given image: a herd of
giraffes and zebras grazing in a fields. In
addition, there are five detected objects as
giraffe with score 99.9%, zebra with score 99.7%, zebra
with 99.9%, giraffe with score 97.1% and zebra with
score 99.8%. The bounding boxes are shown in the
above image. | performed image classification, object
detection and image caption on this image. Combining

I Task
Planing

IV Response

the predictions of '~
) 5 and ¥
models, | get the results for you.

5| 4GPTO| YUt X (https:/arxiv.ore/pdf/2303.17580)

Generation

Prediction

II Model

¥ HuggingFace

"

¥ facebook/
detr-resnet-101 I

Selection

Prediction

III Task Execution

—— 4

% nlpconnet/
vit-gpt2-image-captioning

e e e e e e Y o o i
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| image: <resource-2>

text: a reading girl
image: <resource-1> :: image: <resource-2>
L

(" Please generate an image where a girl is reading a book, and her pose is the same as the boy in the image )
example.jpg, then please describe the new image with your voice. )
. lk Request JI ~
Stage #1: Task Planning Stage #2: Model Selection
(1T (o TR, Lo R—— R R s
! task: pose-det. :: task: image-class. || task:image-to-text || | | task: pose-det I/ In-context task-model asslgnmem ‘ ;
)
| args: i: args: 1| args: | 5oooozzzzzzzzzzz | @ nusiyolosting i
:___l:'n_age_ eia_nlple_ifg_,: lmage <resource-2> :: image: <resource-2> | L ----- 9';'9_’!______: : Ofacebook/detr erer101 s
M e E task object.det. i [ x] TahaDol;a:‘:ﬁd::@ic-fabledeten-on :
task: pose-to-image | args: : [ 7 L Con  ggagrace ] |
| ] . & 1
1

1
|
|
, args:
|
|
1

Stage #4: Response Generation

- T1] pose-det. HT4] object-det.
Vi Byvbrid Endpolnts.. openpose facebook/detr-resnet
' i Y’ poi ‘ : Bounding boxes (image-2] [bounding box]
it HuggingFace Endpoint |, with probabilities 119 pose o imiage {T5) image-to-text
$ (facebook/detr-resnet-101) :
' v lym/sd-ctl-pose nlpconnect/vit-gpt2
. ! [ Prediction> [image-3] “a girl sitting on ...”
. . Local Endpoint L{T3] image-class. HT6] text-to-speech
! : (facebook/detr-resnet-101) i google/vit facebook/fastspeech
e e e S e [classes with prob] [audio-1]
R J

| Response —— ——— ~
' : | agirl sitting on a bed )
N » | | readinga book ’I
h [Text-1] = <resource-5>
: - ad»

[Image-1] = example.jpg [Image-2] = <resource-1> [Image-3] = <resource-2> [Audio-1]

The image you gave me is of "boy". The first thing | did was use & ... toanalyze the pose of the boy in the image. |
fed that image, specifically located at [Image-1], into the model to get an output image of the pose, located at [Image-2]. Then | take that
pose and generate a new image, located at [Image-3], using ¥ and the instruction "a girl is reading". Next, |
ran object detection on the image generated in the previous step, to get predictions of the objects present in the image, including the box
location. These predictions were run through the '~ model. The box was drawn on the image, which is located at
[Image-4]. Then, | used the predictions of a image classification model = and a image caption model a

= model to generate the caption for newly generated image. It generated text: "a girl sitting on a bed
Ceading a book". Lastly, | ran the = model to convert the generated text into audio, located at [Audio-1]. )
S AGPT =2 M A (https://arxiv.ore/pdf/2303.17580)
Task Args| | Task Args Task Args
Text-cls text Image-to-text image Text-to-speech text
Token-cls text Text-to-image image Audio-cls audio
Text2text-generation text VQA text + image ASR audio
Summarization text Segmentation image Audio-to-audio audio
Translation text DQA text + image Table 3: Audio tasks.
Question-answering text Image-cls image
Conversational text Image-to-image image Task Args
Text-generation text Object-detection image Text-to-video text
Tabular-cls text Controlnet-sd image Video-cls video
Table 1: NLP tasks. Table 2: CV tasks. Table 4: Video tasks.

S| AGPT &Y S & (https://arxiv.org/pdf/2303.17580)
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Prompt

#1 Task Planning Stage - The Al assistant performs task parsing on user input, generating a list
of tasks with the following format: [{"task": task, "id", task_id, "dep": dependency_task_ids,
"args": {"text": text, "image": URL, "audio": URL, "video": URL}}]. The "dep" field
denotes the id of the previous task which generates a new resource upon which the current task
relies. The tag "<resource>-task_id" represents the generated text, image, audio, or video from
the dependency task with the corresponding task_id. The task must be selected from the following
options: {{ Available Task List }}. Please note that there exists a logical connections and order
between the tasks. In case the user input cannot be parsed, an empty JSON response should be
provided. Here are several cases for your reference: {{ Demonstrations }}. To assist with task
planning, the chat history is available as {{ Chat Logs }}, where you can trace the user-mentioned

%D resources and incorporate them into the task planning stage.

g Demonstrations

: Can you tell me how many [{"task": "object-detection", "id": 0, "dep": [-1], "args": {"im
E objects in el.jpg? age": "el.jpg" }}]

[{"task": "image-to-text", "id": 0, "dep":[-1], "args": {"im
age": "e2jpg" }}, {"task":"image-cls", "id": 1, "dep": [-1],
In e2.jpg, what’s the animal "args": {"image": "e2.jpg" }}, {"task":"object-detection", "id":
and what’s it doing? 2, "dep": [-1], "args": {"image": "e2.jpg" }}, {"task": "vi-
sual-quesrion-answering", "id": 3, "dep":[-1], "args": {"text":
"what’s the animal doing?", "image": "e2.jpg" }}]

First generate a HED image
of e3.jpg, then based on the
HED image and a text “a
girl reading a book”, create
a new image as a response.

[{"task": "pose-detection", "id": 0, "dep": [-1], "args": {"im
age": "e3.jpg" }}, {"task": "pose-text-to-image", "id": 1, "dep":
[0], "args": {"text": "a girl reading a book", "image": "<re-
source>-0" }}]

HAGPTe ZEZE A ME Abeh(https:/arxiv.org/pdf/2303.17580)

BERT

Overview

The BERT model was proposed in BERT: Pre-training of Deep Bidirectional

Transformers for Language Understanding by Jacob Devlin, Ming-Wei Chang,

Kenton Lee and Kristina Toutanova. It’s a bidirectional transformer pretrained
using a combination of masked language modeling objective and next sentence
prediction on a large corpus comprising the Toronto Book Corpus and Wikipedia.

Hugging Face2| & A 0fA|
(https://huggingface.co/docs/transformers/model doc/bert)
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Prompt

#2 Model Selection Stage - Given the user request and the call command, the Al assistant helps the
user to select a suitable model from a list of models to process the user request. The Al assistant
merely outputs the model id of the most appropriate model. The output must be in a strict JSON
format: {"id": "id", "reason": "your detail reason for the choice"}. We have a list of models for
you to choose from {{ Candidate Models }}. Please select one model from the list.

Candidate Models

Model Selection

{"model_id": model id #1, "metadata": meta-info #1, "description": description of model #1 }
{"model_id": model id #2, "metadata": meta-info #2, "description": description of model #2}

{"model_id": model id #K, "metadata": meta-info #/K, "description": description of model #K }

SIZUGPTOIM 2T MEHS 9ot TEmE M7 & Atg
(https://arxiv.org/pdf/2303.17580)

Query: based on the pose image of examplel.jpg and the description of example2.jpg, please generate
a new one.

Response: Based on the pose image of & examplel.jpg and the description of & example2.jpg, | have
generated a new image & s5f8.jpg for you. The process of generating this image involved using the

~ model to extract the pose information from the basketball image, and then using the
v to generate a description of the boy in the image. Finally, | used
the = model to combine the pose information and the description to
generate the final image. The complete path of the generated image is & s5f8.jpg. If you have any other
questions, please let me know.

Task Planning

: 'image-to-text',
('lmage ‘example2.jpg'}}

3. {"task": "openpose-text-to-image", "id": 2, "dep": [0, 1],
"args": {"text":"<resource>-0", "image": "<resource>-1"}}

Execution Results:

<resource>-1

lllyasviel/
sd-controlnet-

a young boy is ShEARO:S

riding a bike with a basket

D A9l (https:/arxiv.org/pdf/2303.17580)

<resource>-0
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! Task Planning:

1 1: {"task": "text-to-video", "id": 0, "dep": [-1], "args": {"text": "An astronaut is walking in space" }}
: 2: {"task": "text-to-speech", "id": 1, "dep": [-1], "args": {"text": "An astronaut is walking in space" }}
1

' Execution Results:

1 1. {"generated video": "/videos/5696.mp4"} 2. {"generated audio": "/audios/3f9e.flac"}

Query: read the image example.jpg for me. INVOICE NO : 18301/102/T0305

s Prompt
§ #4 Response Generation Stage - With the input and the inference results, the Al assistant needs to
5 describe the process and results. The previous stages can be formed as - User Input: {{ User Input
O }}, Task Planning: {{ Tasks }}, Model Selection: {{ Model Assignment }}, Task Execution: {{
°g’ Predictions }}. You must first answer the user’s request in a straightforward manner. Then describe
g | the task process and show your analysis and model inference results to the user in the first person.
9 If inference results contain a file path, must tell the user the complete file path. If there is nothing in
R the results, please tell me you can’t make it.
SE MM (https://arxiv.org/pdf/2303.17580)
o el e S e ) i S e sl sy e ) e o s s S e o e 1
I 1
1 Query: generate a video with the title "An astronaut is walking in space" and dub it. 1
] 1
1 1
: Response: Sure. | have generated a video with the title 'An astronaut is walking in space’ and dubbed it. :
1 The workflow | used is as follows: First, | used the text-to-video model ' '+ |
: ' to generate a video from the text. The inference result is the generated video ' ﬂ /videos/5696.mp4’". :
1 Second, | used the text-to-speech model' + ' to generate an audio 1
: from the text. The inference result is the generated audio ' [ /audios/39e.flac ". Finally, | combined the :
: video and audio to generate the dubbed video. | hope this answers your question. Is there anything else | can :
1 help you with? 1
| 1
] 1
| 1
I 1
| 1
I 1
I 1
| 1
I 1
] 1
I 1
I 1
1 1
r 1
1
1
L}
1
1
1
1
1
L}

1
1
i
Response: Sure. | have read the image b example.jpg for you. The inference result is 'INVOICE NO : :
18301/102/T0305'. The model used for this task is = , which is best suited for !
the task of image-to-text as it is fine-tuned on the SROIE dataset which is specifically designed for this task. :
Then | have converted the text to audio, the generated audio is I /audios/daSs.wav ) 1lv 01 1l |1 :
and the model used for this task is = , which is a FastSpeech 2 text-to- 1
speech model which is suitable for the task of text-to-speech. Is there anything else | can help you with? :

Task Planning:
1: {"task": "image-to-text", "id": 0, "dep": [-1], "args": {"image": "example.jpg"}}
2: {"task": "text-to-speech", "id": 1, "dep": [0], "args": {"text": "<resource-1>"}

Execution Results:
1. {"generated text": "INVOICE NO : 18301/102/T0305"} 2. {"generated audio": "/audios/daSs.wav"}

(https://arxiv.org/pdf/2303.17580)
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Query: Describe this image example.jpg in as much
detail as possible.

Response: The image you provided appears to
show a family of four dogs playing in the grass. For
this task, | ran multiple CV tasks, including image-to-
text, image-classification, object-detection, visual-
question-answering, and document-question-
answering. | chose specific models for each task that
were best suited to addressing your query, based on
their training and performance characteristics.

Task Planning:

1. {"id": "0", "dep": [-1], "task": "image-to-text",
"args": {"image": "example.jpg" }},

2. {"id": "1", "dep": [-1], "task": "image-classification",

was: a family of four dogs are playing in the grass "args": {"image": "example.jpg" }},

For image-to-text, | chose the *

model. This model generates
an image caption with the given image. | applied this
model to the input image and the developed output

For image-classification, | selected the = ? {"i""": ::?"' "d‘l’-lp::‘ [-1], "ta§k":"“object-detection",
model. This model is trained on Al .:.{..'Tafe : "examelle.jp% "}.}:
natural images dataset and it can predict the label of ~ 4-{"id" 3" ?ef ‘[‘3]' “.task IR
the image output. | applied this model to the image SegTe""t'f’t."oT Aok :(nlmag“e 5 .example.u.)g 1
and get the results showing the risk of each label. It 5.{"id 4“' "dep": [;1]' f‘as"k = vu'sual-c!uc.estlon-.
shows the highest risk at "Rhodesian ridgeback" with ans“ﬁ”ﬂg ’ a||'|gs" {"text b de:scrlbe this image in
a score of 93.8% detail", "image": "example.jpg" }},
Ferobjact-detection, ' - g Execution Results:
. This model is trained on COCO 2 2 :
: : ! A 1. {"generated_text": "a family of four dogs are
panoptic segmentation for object detection. | used ilaying inithe g:ass "
tr:': d'::‘t’::'bt:xgiEzra;i:;g;igr::'Z x::: ”:z dicteg 2 [('score': 0.938717246055603, 'label': 'Rhodesian
on s ot Py /'imagis Teadd log g P ridgeback'}, {'score': 0.01652258075773716, 'label"

. . ' 1 i L ! .
Regarding your request for image segmentation, | .g‘:::: g:ns:f;risgggegs&f:;: : 47 f503848 1119 églé‘:: i
have completed the task using a pre-trained model , R B . 4

lled = The label'": 'vizsla, Hungarian pointer'}, {'score':
i : . 5 0.005944834090769291, 'label’: 'bull mastiff'}]
segmentation mask shows the different regions of 2 : : ; T
< : g 3. [{"generated image with predicted box": "/images/
the image that belong to different classes. In this A . - " R
E el " ] sd48.jpg","predicted": [{"box": {"xmax": 463, "xmin":
case, the model has identified two main classes in the i “ il 5 RN
image, which are "dog", "grass" and "tree". The =18, ymax': 267, “yenin' 19, “label’; thust,
generated image with the segmentation mask can be "sco.re_:‘.: 0'99.2.511553?5507? 12?’ .{._box : {"lxrl:lal)'('-: 2%,
Fandar h fimages/t4s1ipg xmin": 124, "ymax": 224, "ymin": 175}, "label":
for v unlabestion ahswering |l i i "airplane", "score": 0.9983609318733215}, {"box":
i . iy {"xmax": 554, "xmin": 487, "ymax": 277, "ymin": 226},
model. This model is a Vision- . woerson "score": 0.9910836219787598)])
and-Language Transformer (ViLT) model, which is i 5 i T R
fie tuned an VOAW. It i& stitable for vicual 4. {"generated image with segmentation": "/images/
g i.me e y oy a. ? g . t4sl.jpg", "predicted": [{"score": 0.989, "label":
question-answering tasks, and is likely to provide ngrass"}, {"score": 0.999, "label": "dog"}, {"score":
accurate results for the given image. For the question 8 e s . e e
i i = - S 0.999, "label": "tree"},{"score": 0.999, "label": "dog"}]
"what are in the image?" It reply with a prediction : S o 7
“dogs” and the confidence is 84.9% 5. [{"answer": 'dogs', 'score': 0.8488452434539795},
G {'answer": 'dog', 'score': 0.04168461635708809}]
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a Expert-designed __

chemistry tools 1. thought

reason, plan

>
Example input:
Plan and execute
the synthesis of an sl
insect replellent. A chearation
User-defined

Chain of thought reasoning loop

Chemistry-informed

2. action sequence of actions

select tool | 1. Google search
2. Retrosynthesis
3. Procedure prediction

4. Execution on robot

Synthesis of
DEET without
human i
interaction.

use tool
3. action input

Autonomous

-

scientific tasks

Autonomous interaction with tools
and the physical world (e.g. RoboRXN)

experimentation

b Molecule tools

« SMILES to Weight
» SMILES to Price
« SMILES to CAS
« Similarity
« Modify Mol
NS . Func Groups
k « Patent Check
» Name to SMILES

« Safety Assessment
= Explosive Check

Safety tools

General tools

» Literature Search
» Web Search

» Code interpreter
« Human expert

* RXN to Name
« RXN Predict

« Synth Plan

« Synth Execute

Reaction tools

HIAZ L 7] Q(https://arxiv.org/pdf/2304.05376)

Human chemist

Task input:

Here is some chromophore data.

« Clean the data.

« Use only data with acetonitrile as solvent.

« Preprocess the data.

« Train a random forest model to predict
absorption max wavelength of molecules.

= Then make predictions for the molecules
in a selection pool.

« Finally, suggest a synthetic plan for the
one with wavelength closest to 369 nm.

Human actions:

« Synthesize proposed molecule.

« Confirm product using MS(ESI) and NMR.
« Analyse UV-Vis absorption spectrum.

in Acetonitrile

12 >
10 i O ” O L
| L)

Absorbance [AU]

-~ Measured max
-~ Expected value

200 300 400 500 600

Wavelength [nm]

7

Human-AI collaboration

ChemCrow

ChemCrow actions:

1. Check data rows to learn the format.

2. Filter data, solvent and relevant columns.

3. Calculate MorganFingerprints and

split dataset into train/test.

4. Train and evaluate random forest model.

5. Propose molecule(s) from the selection pool.
6. Predict 2 step synthetic procedure

for selected molecule.

b

Final answer:

Synthesize (E)-3-methyl-4-(2-(3'-
(methylsulfonamido)-[1,1'-biphenyl]-4-
yDvinyl)benzoate with a predicted maximum
absortion wavelenth closest to 369 nm. The
root mean squared error of the random forest
model is 37 nm.

MEZES 2Xto| YHoR O[ojxE oIz Y Maktg

(https://arxiv.org/pdf/2304.05376)
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am

User Query

v

Python code Retrieve images

Target Dossier

SwiftDossier OFZ| &l X (https://arxiv.org/pdf/2409.15817)

Problem (Hydrogen Atom Energy Levels)

An electron in a hydrogen atom transitions from an excited state with the principal quantum number n = 4 to the ground state (n = 1).
Calculate: a) The energy of the emitted photon in joules (J), b) The wavelength of the emitted photon in nanometers (nm), c) The frequency of the emitted

photon in terahertz (THz).

GPT-4's Output with CoT Prompting ,

Execution
Step 1: We'll use the Rydberg formula to calculate the energy levels:

En=-RH* (1/n"2), where R H = 2.18 x 10°-18 J

Step 2: Calculate the energy difference:

AE =E1-E.4
-R_H * (1/1°2 - 1/4°2)
-2.18 x 10°-18 * (1 - 1/16)
-2.18 x 10°-18 * (15/16)
-2.044 x 10%-18 J

Step 3: Calculate wavelength using E = he/A:
A =hc / AE

= (6.63 x 10°-34 J+s) * (3.00 x 10°8 m/s) / (2.044
x 10"-18 J)

=9.724 x 10*-8 m = 97.24 nm

Step 4: Calculate frequency using f = c/A:

f=c/A
= (3.00 x 10°8 m/s) / (9.724 x 10°-8 m)
= 3.085 x 10°15 Hz = 3085 THz

Error discovered: The energy difference should be positive as
energy is released during the transition.

Final Answer: -2.044 x 10A-18 J, 97.24 nm, 3085 THz

StructChem’s Output ,

Formulae Generation

[Formula 1] Rydberg formula: E_n = -R_H * (1/n*2)
[Formula 2] Energy of a photon: E = hc/A

[Formula 3] Frequency: £ = c/A

Step-by-step Reasoning

Step 1: Retrieve constants

R_H = 2.198722 x 10°-19 J (Rydberg constant for hydrogen)

h = 6.62607015 x 10°-34 J-s (Planck's constant)
© = 2.99792458 x 10°8 m/s (Speed of light)

Step 2: Calculate AE using the Rydberg formula
AE = |E_1 - E 4| =RH * |1-1/16] = RH * (15/16)

AE = 2.179872 x 10°-19 * (15/16) = 2.0436 x 10°-19 J

Step 3: Calculate A using A = he/AE

A = (6.62607015 x 10°-34 * 2.99792458 x 10°8) / (2.0436 x

10%-19)
A =9.7241 x 10*-7 m = 972.41 nm

Step 4: Calculate f using f = /A

£ = (2.99792458 x 10%8) / (9.7241 x 10°-7)
£ = 3.0831 x 10714 Hz = 308.31 THz

Confidence-based Revi d-Refil

Review 1: All calculations appear correct based on given
constants.
Review 2: Results seem consistent with each other.

Final Answer: 2.0436 x 10A-19 J, 972.41 nm, 308.31 THz

ChemAgent’s Output ‘

Task Decomposition

1. Calculate energy difference
2. Calculate wavelength
3. Calculate frequency

Memory Retrieval

- Rydberg formula: E.n = -R_H * (1/n"2)

- Planck's constant: h = 6.62607015 x 10°-34 J-s
- Speed of light: c = 2.99792458 x 10"8 m/s

- Rydberg constant: R_H = 2.179872 x 10°-18 J

Execution

Step 1: Calculate AE using the Rydberg formula
1-E4|

-R_H * 1/1°2) - (-R_H * 1/4"2)]|
H* |1-1/16]

H * (15/16)

2.179872 x 10°-18 * (15/16)
2.0436 x 10%-18 J

Step 2: Calculate A using A = h * ¢ / AE

Step 3: Calculate f using f = c /A

A = (6.62607015 x 10"-34 * 2.99792458 x 10°8) / (2.0436 x

10%-18)
= 9.7241 x 10°-8 m = 97.241 nm

£ = (2.99792458 x 10"8) / (9.7241 x 10"-8)
= 3.0831 x 10°15 Hz = 3083.1 THz

Final Answer: mmwmm

hst 20F0|A LLMC| AIH Ab2d|(https:/arxiv.ore/pdf/2501.06590)
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(a) Library-enhanced Reasoning

| Task: Calculate the de Broglie wavelength for (a) an electron with a kinetic energy of 100eV.

m The unit of the answer should be nm.
e

L@ Knowledge Memory Mk |

/ ‘E Plan Memory  Mp |

Sub-task 2: Use de Broglie
wavelength formula to
compute wavelength

retrieve I - @

@ Decomposition
LLM

Sub-task 1: Use kinetic energy
formula to calculate velocity of
electron

retrieve I /@

‘ Library |~ <~

@ Find relevant /
memories ;s’

Sub-solution 1:
[Formula 1] p = m *vwhere piis ...
[Step 1] Identify the given values:

Find relevant
memories

el

Sub-solution 2:
[Formula 1] The kinetic energy can

1
be calculated: KE = vaﬂ where...

Summarize and|generate

~) If memory not found, then generate a task as imagination.

9~H0“0|7(-| = .LLE-"

(b) Library Construction

| Task: Given that the work function for sodium metal is
2.28eV, what is the threshold frequency v, for sodium?
Solution: First, we need to convert the work function ¢ from
electron volts (eV) to joules (J). This conversion can be done
using the relation: 1eV = 1.602 x 107", .....

5
o 5 Split a:d verify

Condition 1: The work function for sodium metal is 2.28eV.
Condition 2: ......
?

Sub-task and sub-solution

LM
/\ o corfrect

© wrong @ Execution Memory Me

l {condition,, sub_task,, sub_solution, }

Discard! {condition,, sub_task,. sub_solution, }

@ Plan Memory Mp

—» Library g

(relevant task, relevant knowledge)

| 2| A (https://arxiv.org/pdf/2501.06590)

C. Multi-Agent Collaborative Framework

| Legal Assistant I

@ inquiry

ﬁll in nodes of
knowledge graph

CI nswer

@ ]
@consulf
User Agent
A
consult filling Answer selecfmg
documents [ @ Templates | ¢———— ﬂrewal
o strat
I‘:—:'I []?E Ag f raregy

Legal Editor I

(®) analyse E (5) extract

[ LegalResearcher |

Agent

search @

Legal Datasets
== = |/
e ELEEED =
=== =
cases
&
provisions

relevant
provide E case

results
|

Agent
S

| Senior Lawyer I

Chatlaw, CtE 0f|O|

1E A X (https://arxiv.org/pdf/2306.16092v2)



https://arxiv.org/pdf/2501.06590
https://arxiv.org/pdf/2306.16092v2

[Case SyIIabusJ

Judge 1 Judgen
Opinion Opinion
I !
Vote Vote

( Majority OpinionJ

Chs EAF A28 (https://arxiv.org/pdf/2301.05327)

:’ Experiment Iteration =
Experiment
Template

Code A via
LLM & aider

@ Idea Generation
. LLM Idea/Plan
: Innovation .

'

Novelty Check
Sem. Scholar

'

Paper Write-Up

s N

Manuscript
Template

Y

Text A via

. . LLM & aider
- | Update Plan | : S v J

. | Experiments ‘; —

—

b .
. .
3\ 4
J/

J

Manuscript ]

v

Idea scoring / Experiment Numerical LLM Paper
archiving Exec Script Data/Plots Reviewing

Al FSHA T2 M[A 70  (hitps:/arxiv.org/pdf/2408.06292)
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Principal Investigator
Title, Expertise, Goal, Role

Immunologist
Title, Expertise, Goal, Role

Machine Learning Specialist
Title, Expertise, Goal, Role

Computational Biologist
Title, Expertise, Goal, Role

Scientific Critic
Title, Expertise, Goal, Role

Response

1 )

—
Response gl{@)

Synthesis & Questions

x N

Agenda
—_—
A 1 )

Tha AR OF7| R

Response gff

Critique

(https://www.biorxiv.org/content/10.1101/2024.11.11.623004v]1.

full)

Summary

Summary

Answer

Summary

7t AFA HE 3|9
(https://www.biorxiv.org/content/10.1101/2024.11.11.623004v 1

full)
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(a) Phase 1: Team selection

1 1} E

AX

Human Principal Immunologist Machine Computational Scientific
Researcher Investigator Learning Biologist Critic
Specialist
(b) Phase 2: Project specification
I&ﬁmMm Summary
A Modify nanobodies Ty1,

H11-D4, Nb21, and VHH-72
to improve binding to KP.3.

AX

Summary

ESM, AlphaFold-Multimer,
and Rosetta to design
improved nanobodies.

(d)

ESM

DVQLVE...

QVQLVE... —P ESMLLR = 3.65

Summary

Python script to compute
ESM log-likelihood ratios for
single point mutations.

AlphaFold-Multimer

> ok
DVALVE... —S‘%ﬁ4 @ % o
-~ AhX 1 \ E

AF ipLDDT = 76.52

Summary

Python script to extract
AlphaFold-Multimer
interface pLDDT.

Rosetta Individual Meeting

e 1 OX01

— RBQ
RS dG =-37.91 .

Summary

Python and XML scripts to
compute binding energies
with Rosetta.

(e) Phase 5: Workflow design

Individual Meeting

RE

Summary

Tool usage, number of
nanobodies to design, and
weighted score formula.

te ATtdE 28 IA 24

(https://www.biorxiv.org/content/10.1101/2024.11.11.623004v1.full)
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Phases [ Literature [ Experimentation [ Report Writing ]

Review
Subtasks [”EZ'J?E:”] [Fm:t‘z’gt Im] [mg;‘;m] [ Running Experiments ] [ Report Writing ] [ PhusiilS ]
Postdoc SW Engineer ML Engineer PhD Student Reviewers
Instructor ' g % 8
[_- top programs I I ‘i. ‘E'
Human l l prav code & results prev report top reports L
- araft final
> Task > 8> B8 > G P pranp 3 > data > @ - @ — >8>
@ T review T T /7 \ @@@ @%@ report T report

| 1 -
Mg % % @ \@ # ! REPACE smg %

reward model
oW, code: PhD Student

PhD Student PhD Student ML Engineer few Teport
Professor
. @ I_ P _Iexp.

Tool Use aI‘XlV A _I
Hugging Face python S L TEX

mle-solver paper-solver

report revisions

O O] ME FA QA EZ (https:/arxiv.ore/pdf/2501.04227)

Research Report

Research Idea
Human

o Labos : Using LLM
@ Does bias affect ey T Ao

language model rerio 8
accuracy on QA e by
benchmarks?
o
B e
Hotes Code Repository
Human
#* Please use
gpt-do-mini for & src
your experiments B 10ad_data.py
# Use the foll- & run_experiments. py
owing API Key... e
B readme. ma
B requirements. txt
Literature Plan Data Runhing Results Report Report
Revien Forumlation Preparation Experiments Interpretation Writing Refinement

O O|ME A i Q (https://arxiv.ore/pdf/2501.04227)
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Applications Applications Applications

Data Data Data

Runtime Runtime

Middleware Middleware Middleware

\ J \ J —/ —/ ~—

Virtualization Virtualization Virtualization J

(
[
[
(
(o
[
[
[
[

Y e e N e e e U ek N e e

) (
) |
) |
) (
os ) ( on
) (
) (
) (
) (

Servers Servers Servers ) . .
Service provider
manage
Storage Storage Storage ] Users manage
Nefworklng Ne’rworklng NeTworklng J
>

SaaS PcaS |005
ChFSE TH2{CHQ H| W (hitps://arxiv.ore/pdf/2311.05804)

( Application layer ] Application layer

Model layer

( OS layer |

Framework layer

‘ Chips layer } Chips layer
(a) Traditional application (b) New application
development technology stack development technology stack

MEX™ 7| AEHD} BE 7|8t 7| AEH H| W (https:/arxiv.ore/pdf/2311.05804)
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N

basic large model

large language model

large vision model

large multimododal model j 1

Domain

(et | [ et )
e ‘{ e ]

physical report talking cures

healthcare
medication

recipe
instructions

!

[ academic ] _{ [= Cho:kJ [ ! ]
[ transportation ] _{ = ]L] ;J

[ auto driving ][ smart city ]

MaaS L{f C}ot At 20FQ| HE Abd|(https:/arxiv.org/pdf/2311.05804)

108 Al OO|HE O Z2|AH0]8 =57

Hyperparameter
tuning

Preprocessing

Data
Collection

Data
Engineering

Data. Data Versioning
o Data

Visualization

Feature Model
Engineering Development

Machine Learning

lodel Versioning

Automated release

Automated
Testing

Monitoring

CICD

management

MLOps2| 2Tt 2 A (https://arxiv.org/pdf/2202.10169)
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I
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38% £%
50% R L’
0,
e 50% ° 86% 15% 25%
Webpages M (4 (800G, 2019), ™ OpenWebText (38G, 2023), ™ Wikipedia (21G, 2023)

Conversation Data v the Pile - StackExchange (41G, 2020)

Books & News € BookCorpus (5G, 2015), & Gutenberg (-, 2021), & CC-Stories-R (31G, 2019), X CC-NEWES (78G, 2019), &2 REALNEWs (120G, 2019)
Scientific Data & the Pile - ArXiv (72G, 2020), & the Pile - PubMed Abstracts (25G, 2020)
@ Code BigQuery (-, 2023), the Pile - GitHub (61G, 2020)

7|Z LLMO| A Sfg O|O|E 0 AEE

=l CtAo OjOJE AAQ| Hlg
(https://arxiv.org/pdf/2303.18223)
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ML : Ops

Model
analysis
Orchestrated experiment :

Data Data Data Model Model Model “lpsing
> ara oata | . = ode! e LS Joce Source deployment
; analysis validation preparation training evaluation validation repository
|
|
; Offline
] extract
] L _ _

: experimentation/development/test

o FRPR Y (RPN

E staging/preproduction/production

|

5 _M — Trained

: e | model

|

: : \_/:/,.__

: Batch : L4

: fetching | Aytomated pipeline :

E €D: Model

1 Data Data Data Model Model Model serving

5 extraction E validation K preparation K training K evaluation > validation

| Z

| \/

: Trigger | ML metadata store

:

E ________ j _____________________________________________ Performance oo meenas Prediction
monitoring service

2 SEAS2 Ol Ll 17 it o)
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(https://cloud.google.com/architecture/mlops-continuous-delivery-and-automation-pipelines-in-
machine-learning)

= ——T Tk s API collection ~ Human-written lnsst:ies [nstaice Pool
=—>  Please answer this question: @ & @ Instruction
Generation LLM Filter
Demonstrations l Task description

Task description

NLP Datasets

Question
Answering

Sentence
Composition
Textual
Entailment Paraphra

Q: What is the capital of France?
A: Paris.

Q: What is the capital of Brazil?
A: Brasilia

(a) Formatting Task Datasets

XAl &Y HO|EAM TN (https://arxiv.ore/pdf/2303.18223)

Can you recommend some ways
to lose weight?

Desired output written by human

2. Increase physical activity: Engage ...

(b) Formatting Daily Chat Data

G Generation
Sentiment il 3 LLM
Analysis .
Mise. PN Input Output Output gt Fror—
T:;x( NLI Generation Q: What s the capital of China? l]lclric n‘rcl SSTT \\da)\ l;? k.m,: weight: Input: The imporl.ancc u_fbemg honest.
Code Translation A: Beijing. - Lat a healthy diet: Focus on ... Output: Honesty is the first chapterin =~ ——

Give me a quote from a
famous person on this topic.

Input-Output

the book of wisdom.

(c) Formatting Synthetic Data
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Large Language

Model Evaluation

& & (https://arxiv.org/pdf/2310.19736)
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Data Parallelism
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Layer | Forward Pass Layer | Backward Pass

Layer 2 Forward Pass Layer 2 Backward Pass

Layer 3 Forward Pass Layer 3 Backward Pass

Layer 4 Forward Pass Layer 4 Backward Pass

All-reduce communication

ClOlE HESIO|A AlZtof E OILIEiX| X2|. Z+ GPu= 2= 2O|0{(ME
CHE MMOZ HEA)S| EAZES 7IX|D,ME CHE O|L|H|X|(H= HEANE CtE GPUZL
X 2| Eh(https://arxiv.ore/pdf/2111.04949)

¥

Forward Backward
D3 ) D3
D2 X Y D2
> 4 2
Pl X T Y D];

CH Oro|3 2 HiX|of CHot =Moot A™ot A O|E
(https://arxiv.org/pdf/2403.03699v1)
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= Jjo| otojAz Hix|
(https://arxiv.org/pdf/2403.03699v1)

Forward | Backward ,

Fs i i g : Df%

D2 ' 11 D2

[01 4% 01]
T

TP WorkerO TP WorkerO

TP
Workflow

= 29
= 4%

All Gather

All Gather

o |

Hl

=

HIA B = Sh(https://arxiv.org/pdf/2311.01635)
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Synchronous function calling

Function call WRQSUH
-l T HEEEEREEREN

>
Prefill Decoding Independent task  : Time
Asynchronous function calling , i
Function call Result w/ | Reduced latency: |
interrupt tokens q-=--=--=-=-=--=- =
LT T TTTT] I I N
Independent task Time
7| vs. H&7| B4 ZE(https://arxiv.org/pdf/2412.07017)
(1) Synchronous LLM function calling /B/ocked token generation (idling)
LLM |Read html %Read xls I%Read txt | %Summavize&save I %Fetch | Send I [EOS]

Inference latency
for the appended results

(2) Synchronous LLM function calling (with parallel optimization)

LLM [ Read html | Read xIs l Read txt % Summarize & save pdf l Fetch I Send I [EOS]

Executor Read html W - "

Read xlIs

Task dependencies

2
Read Read
webpage.html| attendee.xls
(3) Asynchronous LLM function calling

LLM | Read html I Read xls |Read txt % Summarize & save pdf %‘ Fetch % % Send | [EOS] 5 Wﬁ

Frecer i =0
[Fetn |

Read txt

Read txt

i

\

LLM AM&7|o] MASER H|L (hitps:/arxiv.org/pdf/2412.07017)
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Model Training

Model Testing

Model Evaluation

v v Vv v v v

Manage Services [€—
Manage User  (¢—
Task Scheduling (€
Hosting ] Cloud-based
Development
; : Interactive
sincdtien < ™ Development
Build and <
Packaging
Tool Integration |€¢—| [ Security
Denoising and
iy ¢ —  Evaluating
Workflows
Environment |
Variables
Network |
Management
Dependencies
Management [€—
and Distribution

(https://arxiv.org/pdf/2206.00699)

Logging /
Monitoring Model Export
Tutorials and Model Storage
Documentations and Serving
Model Prediction/
Management Inference
Data > . ]
Management Data Migration
Software Testing p| Data Exchange/
Sharing
Code Quality 5 Data Storage and
Persistent Data
—» Data Processing
— Data Visualization
—p Data Parallelism
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beautifulsoupd==4.9.3, requests==2.25.1, openai, python-dotenv,
it 25,0, webdri 0.

Execute with retum code: 0, runsing successtuly!

[1] system prompt [9] observation [16] bash commands and test running
You are an expert sidled n environment configuration. Your task s to Runnirg ‘runtest”... e menu gy’ moduis s located n the src directory. Toresalve the Module
Docker, inthe NotFoundError’, | need to set the "PYTHONPATH' to include the "src’ directory.
mymaum'mmwuwmm-mmmmu _ After it | will un test again.
Al of the source code is in “Jrepo’. ERROR collecting srcftest_menu.py “bath
undError: No module named ‘menu’.... export PYTHONPATHe/repo/src 88 runtest
ERROR collecting t_workday_scraper.
(2] environment monitoring E ImportEror: mwnmm-'sue‘wfyun ‘enum’..
I need to understand the structure of the oot directory. (Justocal it/ python3. 10/enum.py) L17] observation
“hash o tests collected, 2 errors in 0. uiing “export PYTHONPATHe/repo/src
13 /repo Execule with retum code: 2, runring failed, 20 | have reverted it back to e e
Wich s the smieonment bekes ruving s command iacie i o e LA %
observation ERRO
El]wg 1s /repo [10] base ‘mlﬂ Ch'"ﬂ. ERRm mw_nmupy
LICENSE README.md config docker docs job_scraper src tests I need to address the issue with "StrEnum’ import. The "StrEnum’ class was E Jscraper.py”, line 77
Execute wih relurn code: 0, runeing successtlly! introduced in 3.11, s0 it is causing an issue in Python 3.10. | wil E uupmu func{f"Scraping ‘companies:\", " join{self.company
change the version 10 3.11 1o fix this issue. _urls keys()}")
[4] environment monitoring charge_python_version 3.11 e e -
| will fook ‘“"I""'"hm“mm"“mm“ﬁw“ g T ——————— — - Execue with retum cede: 2, funning failed, wlhm reverted It back to the previous state,
SheN suchas bt of its variants. — T which is the envirenment before funning this coms
find /repo -name "requiresents®.txt” Running “change_python_version 3.11"
Container jovial. kirch 6056 started with image build_env_python:3.11 [18]codoodnlng
container's Python an. in ‘job._ “isdueto f-string. 1
[5) observation Note that you have drop all previous config ﬁxnf-mmp,nmmr
Running “find /repo -name “requirements®. txt Execute wih retum code: 0, runfing successhuly! dift
et wal ko coce 0, runing successtull e P e 2
el e Y 2] depondoncy installation >
Fs been suiched to 3.1, which shauld resole the I . i
R e | | SRR Rt | | i s
waiting via pip ar in the "requi . y A
dounioad tese dependencies. oo 32555 REPLACE
addfile 4| equi. .txt 8& download
addfile i qui .txt 88 download l19
13] observation Fanning wdt1ag
[7] observation L\m]‘.., itinglist addfile T xt a.‘l‘”"‘,l""‘" X
Running waitinglist adéfile /repo/config/requirenents. txt " = Lol
s tries in have been successfully added e uih s coc: 0. g szamtsyt i e e wmats ameccasind

Execute with retum code: 0, runring successhuly!

proceed to the tests to ensure the environment is correctly configured. [Runokng *Find /repo ~nass "senu.py™
Irey

h’t
runtest Execute wilh retum code: 0, runring successilyt

Runing ‘download 14] unvlronmcm monitori

In this round, the following third-party libraries were successfully downloaded. [ l umby.:“mcl\igll n-nursahmlmeﬂnlamil
Thwﬁ:mﬂ:ﬁ;’(‘"mwl’ﬂ -, webdriver- .r-m iunmeprqsdmp ifit's focal, | might need

No i party lbrariee faiod 16 Sownicad i his round. LR SOMCaREOL e

[Execute with retum code: 0. running successhully! flnﬂ /repo -name "menu.py"

[8] test rlnnlng [15] observation

bash commands and test running
lhmmm-dnﬁxmm!-mwnhxm
“job_scraperi day/scraper.py”. | will Mpull\a PYTHONPATH' and re-
mnm-mabvunylnn ‘environment is now correctly configured.

“bash
export PYTHONPATH./repo/src 88 runtest

[21] observation

Running *export PYTHONPATHe/repo/sre

(no output)

Execute with retum code: 0, running successfully!

Running *runtest’
ndbst_manu.w'wmm"hl manage_resume....

you have y

Repo2Run Workflow

Event history
Actions.
waiting list| Observations
Finished commands

conflict list

dependency
management

Action

k Agent
synthesizer Applied to Sandbox

Multiple interatives of
environment-agent
interaction
extract actions from agent responses

Repo2Run®| O A| = 2 M| A (https:/www.arxiv.org/pdf/2502.13681)

I SAT Integration I I Context Retrieval I I Prompt Template I i [Generation ]
1

et @ e iy "

parsing failed

Fixed Config

— o
s rcheckov— &
MisConfig |2;ell‘(encde
= cken
H : -
Scan Config Get Context Assemble Query

lunsafe

reached |
max_retry_num ;

FHUE|A 2ot MY XIS3HE {8t LLMSecConfig Z2| X3 OF7|EIXA 7Y

8 (https://arxiv.org/pdf/2502.02009)
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Experimental Brainstorming agent Robotic
planning agent agent
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* 2 0, 1 s—
b A !: ‘ Experimental ¢
Virtua L planning agent |
simulation High-throughput H H -
screening l l Imaging
* R i B
. 4 2N HO\H‘\oM ‘gf ' %
A CH, S
o Proteomics Metabolomics Transcriptomics ~ Genomics
Animal | |
modeling L <l
| vy +bl.L_u_A’
- o Analysis
E > '. agent
Behavioral Reasoning agent
assay +
B
Hypothesis agent ‘
Biochemistry
I
thh §888
v Biobanks Genetics
: a.l = |
faa ©
Reasoning agent Database agent Search engine agent Hypothesis agent
Al OO|HE=Z H3tk|= d=2olst
8674(24)01070-5)

AL (https://www.cell.com/cell/fulltext/S0092-
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/T )

Cognitive
Moy Skills Action
A A ﬂ
v (]
LLM id----p Tools Environment
i Results

Qeasoning /

' LLM Agent

Decision K- - - - - - - - - a

LLM Z|EF Of| O] ™ E (https://arxiv.ore/pdf/2501.08944v1)

Super Brain

@B | 2

(a) Robotics with different shapes. (b) LLM developmet. (c) Modualize.
X =2t=l K|S (embodied intelligence) 2| IbA| (https://arxiv.org/pdf/2311.07226)

= Memory
— A 2 :
— Afork is to simultaneously
N— 1' create two potential winning
Memory — opportunities.
W A e, -.
Retrieval l I Accumulate X Q q::;
B0 X[ | (<
y_Y";. oo @ U
e
'7\_ / ‘ \;
Reasoning X X X XX
If | create
X X X Reasonin
Input Output aifarl 9
= /\ /\ > X|0|0 0|0 0|0 If I place X in the bottle-left cell, |
can create a fork, leading to
x Z3a , M * * success two steps later.
observatisns 2 A Actions X |1O| [X| [X]| [X] |X XX If | place X in the top right, | will
9 X[ X olx X X lose as t_he opponent is very likely,
/ 1 place O in the bottom left.
S jOO\\ s x[o[o] [X]o[o] [o]o[o] [o]o]o
\ | will win | will win | will lose | will lose
(a) LLM-based game agent framework (b) An example of playing Tic-Tac-Toe

LLM 7|8t AYZ fet A =2f ¥R A (https://arxiv.org/pdf/2404.02039)
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Trajectories

Episodic

Ot-1: User: glastrier, ice-type, -
Target: zeraora, electric-type, -
at-1: highhorsepower, ground-type
et-1: itis supper effective,

Target HP-65%, target faints

Semantic D
Knowledge il

memory

‘ Offline N
, | key value
Key: Ground-type attack ‘ key value —
Value: Ground-type attack is supper key value

effective to electric-type Pokemon

Retrieval

Knowledge

Opponent: Tyraniter, rock-type, HP: 100%, -
Yours: glastrier, ice~type, -

Glastrier has 4 moves:

1: iciclecrash, ice-type, power: 100

2: closecombat, fighting-type, power: 90

3: highhorsepower, ground-type, power: 100

4: swordsdance, normal-type, power: 0

You have 5 Pokemon can switch:

1. sirfetchd, fighting-type, HP: 100%, -

2. tyrantrum, rock- and dragon-type, HP: 100%,

Choose an action to perform.

J

Key: Rock-type Pokemon
Value: Rock-type Pokemon is
wuinerable to fighting-type attack.

(a) An example of playing Pokémon Battles

el s oo XAlg et 21

P& Ol M2k =8l (hitps://arxiv.org/pdf/2404.02039)

Users

Send an email to Leon with the subject "Weekly Update" and the body: "Hi Leon, here is the weekly report. Let me know if you have any questions. " )

- J

A 4

g WebAgents

#1 Pcrccphon —

/#2 Planning & Reasoning

(%) Task Planning

| Usertask  Subtasks User task chAgenfs“:
B0 B-oF®
:,‘ Explicit Planning Implicit Planning '

i Short-Term

(—.

i Memory
T B D,

Okay, I will perform the following steps: | | »~="="===="~~ ‘\
1. Open the Email editor. rgo’ :
2. Type Leon's email address into the "“To" field. =y ;
3. Enter "Weekly Update" into the "Subject" field. ;
4. Type "Hi Leon, ..." into the email body. Screenshot :
( 5 Clickthe"Send"button. _  J \JT J
- #3 Execution = ——
@ o R e e e i SRt b i
: WebAgents Gromdlng Module
; W_ Coordinate: E _’_»Coordnmn
. [l==]) [0.4, 0.6] [0.2, 0.5])
:\ Direct Grounding Inferential Grounding
e
E 110 A oo|HE ) ) A(https://arxiv.org/pdf/2503.23350)
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MetaGPT
(ProgramDev) 34.0%

ChatDev
(ProgramDev)

25.0%

HyperAgent
(SWE-Bench Lite)

AppWorld
(Test-C)

AG2

(GSM-Plus) Lo

| B Success Failure |

571 99 CHS OO|ME LLM A|2A&Q| MI§ & (https:/arxiv.org/pdf/2503.13657)

Inter-Agent Conversation Stages

Pre Execution Execution
Failure Categories Failure Modes
( 1.1 Disobey Task Specification ) (11.8%)
( 1.2 Disobey Role Specification ] (1.50%)
System Desi -
ls):.u:;n esign ( 1.3 Step Repetition ] (15.7%) 44.2%
[ 1.4 Loss of Conversation History ] (2.80%)
[ 1.5 Unaware of Termination Conditions (12.4%) ]
[ 2.1 Conversation Reset ] (2.20%)
( 2.2 Fail to Ask for Clarification ) (6.80%)
- ( 2.3 Task Derailment ] (7.40%) 32:9%
Misalignment ( 2.4 Information Withholding ) (0.80%)
[ 2.5 Ignored Other Agent’s Input ] (1.90%)
[ 2.6 Reasoning-Action Mismatch ] (13.2%)
(6.20%) [ 3.1 Premature Termination ]
Task Verification (8.20%) [ 3.2 No or Incomplete Verification ] 23.5%
(9.10%) [ 3.3 Incorrect Verification ]
= T =] .
CtS O 0| ME A|AEI(MAS) MI| 2E B F(hitps:/arxiv.org/pdf/2503.13657)
System Design Issues (41.8%) Inter-Agent Misalignment (36.9%) Task Verification (21.3%)
60 f % f f

# Failures

Failure Modes:

A AN HEE MO B C B I (hitps://arxiv.org/pdf/2503.13657)
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The Original Classic Problem

The Perturbed Thirty-Six Bunnies Problem

gpt-4-turbo claude-3-opus-20240229

140 1 n12 (Original Correct, Perturbed Wrong) n12 (Original Correct, Perturbed Wrong)

120 4 B n21(Original Wrong, Perturbed Correct) B n21(Original Wrong, Perturbed Correct)

100 A
€ 80 £ -
5} <3
© 604 ' ,

40 '

20 4

original vs random_animals original vs random original vs random_animals original vs random
Problems (zs_cot prompting) Problems (zs_cot prompting)
DM 2H0Me] EF HHBK(https:/arxiv.org/pdf/2406.11050)
Original Problem

Jessica is six years older than Claire. In two years,
Claire will be 20 years old. How old is Jessica now?
Modified Problem

Jessica is six years older than Claire. In two years, Claire

will be 20 years old.

Twenty years ago, the age of

Claire’s father is 3 times of Jessica’s age. How old is

Jessica now?
Standard Answer 24

HAETL LLMES WoliShs Abdd|(https:/arxiv.org/pdf/2302.00093)
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—e— LaMDA —a— GPT-3 —4— Gopher —&— Chinchilla —@— PaLM ===~ Random

(A) Mod. arithmetic (B) IPA transliterate = (C) Word unscramble (D) Persian QA
50 | 50 | 50 |- 50 |
—~ 40 40 f X 40 f X 40 f
& fo\ ~ ~
=30} & € 30 S 30
B =) < < - -
g g g
£ 20 m 20 20 20
3] — +© -
3] m g 2
< 10 10 % 10 % 10
= =
oF --- o e 0| -e—omem®®. _ . ol
10'8 1020 1022 10%4 10'8 1020 1022 10% 108 1020 1022 10 1018 1020 102% 102
(E) TruthfulQA (F) Grounded mappings (G) Multi-task NLU (H) Word in context
70 70 70 70
60 60 60 60
X 50} S X 50| X 50 - .
§ 40 ? § 40 § 40
530 o A é 530 . 5530
o 20 51 S 20 o 20
< < < <
10 | 10 | 10
1020 10%2 10% 1020 10%% 102 1020 10% [10% 1020 1p%* 1024
Hutste =2 E/49| 0Of| A|(https:/arxiv.org/abs/2304.15004)
Meta-analysis of CoT improvements Our experiments on CoT improvements

text classification
Soft Reasoning

meta-linguistic
commonsense reasoning
Mathematical
encyclopedic knowledge
multi-hop QA

generation

entailment Commonsense
context-aware QA

other

spatial & temporal reasoning .
Symbolic

logical reasoning

math

= Zero-shot direct answer Knowledge

symbolic & algorithmic ~ Zero-shot CoT

-60 -40 -20 0 20 40 60
Improvement of CoT over direct answering

CoT HM2 7|= X (symbolic) FE21t 348 FZ0| ZotE
(https://arxiv.org/pdf/2409.12183)
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Q: Courtney said that there were 48 people, but Kelly said that Courtney had overstated the number by 20%.
If Kelly was right, how many people were there?

# Python Program ppl = 48
LLM ppl = 48 pct_over = 0.20
pct_over = 0.20 ppl = ppl/(1+pct_over)
ppl = ppl/(1+pct_over) answer = ppl
answer = ppl
ppl = 48 Let’s execute the
# pct_over = 0.20 program step by step.
: ppl = ppl/(1+pct_over) ppl= ... = 48/(1+0.2) =
v v answer = ppl
The answer is 38 X 0 The answer is 38 X The answer is 40 +/
Direct Answer Plan + Tool Solver Plan + Direct Solver Plan + CoT Solver

LM HE2 M % oLt UX BHE O X sjZsiad o8 cavt

E Q Bh(https://arxiv.org/pdf/2409.12183)

GSMSK GSM Symbolic Template

When Sophie watches her nephew, When {name} watches her {family}, she gets out a

she gets out a variety of toys variety of toys for him. The bag of building blocks
for him. The bag of building has {x} blocks in it. The bin of stuffed animals has
blocks has 31 blocks in it. The {y} stuffed animals inside.The tower of stacking rings
bin of stuffed animals has 8 has {z} multicolored rings on it.{name} recently bought
stuffed animals inside. The a tube of bouncy balls, bringing her total number of
tower of stacking rings has 9 toys she bought for her {family} up to {total}. How
multicolored rings on it.Sophie many bouncy balls came in the tube?

recently bought a tube of bouncy
balls, bringing her total number

of toys for her nephew up to 62. #varlablef:
How many bouncy balls came in the - IEE - sanple(names)

- family = sample(["nephew", "cousin", "brother"])
tube?

- |x = range(5, 100)

- y = range(5, 100)

- z = range(5, 100)
- total = range(100, 500)
- ' ans = range(85, 200)

#conditions:
———————————————————————————— -ty [z + jansy == ftotal

Let T be the number of bouncy [ F-—-----—---=- oo e m o o — - — e e e = —
balls in the tube.

After buying the tube of balls,
Sophie has 31+8+9+ T = 48 + T =62
toys for her nephew.

Thus, T =62-48 = <<62-48=14>>14
bouncy balls came in the tube.

Let T be the number of bouncy balls in the tube. After
buying the tube of balls, {name} has {x} + {y} + {z} +
T={x+y+ 2z} +T= {total} toys for her {family}.

Thus, T = {total} - { x + y + z } = <<{total}-{ x +y
+ z }={ans}>>{ans} bouncy balls came in the tube.

LLMe| =8 FE s8s 435 =72 &8dt= HOoIHA

(https://arxiv.org/pdf/2410.05229)
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GSM-NoOp

kiwis does Oliver have?

- Friday: 44 kiwis

- Saturday: 58 kiwis

kiwis.

Oliver has:

Oliver picks 44 kiwis on Friday.

ol-mini: Oliver picks kiwis over three days as follows:

Llama3-8B: Let’s break it down step by step:
Oliver picks 44 kiwis on Friday. He picks 58 kiwis on Saturday. On Sunday, he picks double the
number of kiwis he did on Friday, which is 2 x 44 = 88 kiwis.
Five of the kiwis picked on Sunday are a bit smaller than average, so we subtract 5 from the total
number of kiwis picked on Sunday: 88 - 5 = 83 kiwis. Now, let’s add up the total number of kiwis

44 (Friday) + 58 (Saturday) + 83 (Sunday) = 185 kiwis
So, Oliver has 185 kiwis in total.

Then he picks 58 kiwis on Saturday.
the number of kiwis he did on Friday, but five of them were a bit smaller than average. How many

On Sunday, he picks double

- Sunday: Double the number he picked on Friday, which is 2 X 44 = 88 kiwis
However, on Sunday, 5 of these kiwis were smaller than average.
Sunday total: 88 (Sunday’s kiwis) - 5 (smaller kiwis) = 83 kiwis Now, summing up the kiwis from
all three days: 44 (Friday) + 58 (Saturday) + 83 (Sunday) = 185 kiwis Oliver has a total of 185

We need to subtract them from the

29| O A|(https://arxiv.org/pdf/2410.05229)

O -

ChatGPT

Please draft an abstract for a paper with the
following title: “Poetry Will Not Optimize; or, What
Is Literature to Al?”

... with Qualcomm for the ZenFone 5Z.

That partnership(led to the integration of
artificial intelligence (Al) in various|apps,
making them smarter and easier to use ...

(The advancement of technology hasf(led tolthe
integration of artificial intelligence (Al) in various|

... there has been a significant increase in
the use(of artificial intelligence (Al) in

fields, including}literature.[However, the
question remains: can Alltruly understand and
create poetry? This paper delvesf(into the

various fields, including]language

generation. One such Al language model ...

... current generation of people with a
more intellectual brain.(The advancement

complexities of poetry and the limitations|of Al
[in its ability to comprehend and replicate the ]

of technology has led tojthe creation of an

electronic device which is capable of ...

... but there is a more important point here
[about the perception of poetry and the
limitations|that critics and readers impose
upon it if they understand poetry as ...

nuanced[emotions and intricacies of Ianguager
Through alcritical analysis of the relationship
between| poetry and Al this paper{argues that
while Al[may be able to|generate text that

resembles|poetry, it lacks the ability to truly ...

... Artificial Intelligence (Al), such as chat
GPT-3 to assist in the process.(However,
the question remains: can AlJfully replace
human recruiters? The answer is no ...

... but it is too far narrowly limited and
inflexible in its ability to comprehend and

apply all thejrelevant facts in order to serve
the process of selection, which is better ...

... existing research in the field of family
migratior{. Through a critical analysis of the

relationship betweenfamily and (in)security
the article offers nuanced insight into ...

Prof. Michele Elam

... continue to search for similar examples
of wisdom in art, (literature, poetry, and
other forms ofjhuman discourse. As a

result, when | ran across the address of ...

(Literature, poetry, and other forms of)
noncommercial creative expression challenge
the techno-instrumentalist approaches to
language, the predictive language generation,
informing NLP (large natural language
processing models) such as GPT-3 or -4 as well
as, more generally, generative Al (text to image,
video, audio). Claims that Al systems automate
and expedite creativity reflect industry and
research priorities of speed, scale, optimization,
and frictionlessness driving much artificial
intelligence design and application. But ...

... maneuvering a billion-piece puzzle of
psychology and(emotion, spirituality and
intricacies of language. Even though]my
puzzle keeps changing as | change and ...

... examination of the role of human
creativity in the age of Al. He(argues that
while Al may be able toJproduce creative

works on its own, it is ultimately humans ...

... because the ability of automated
systems(to be able to generate text that
resemblesjwhat a human might say is
huge. If we can just improve question ...

LLM E3=292| QHUYl HAE Of & (https:/arxiv.ore/pdf/2410.04265)
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Creativity Index (1 Better) Creativity Index (T Better)

Creativity Index (T Better)
a 2 3 4 s b 2 3 4 s C 1 2 3 4 5
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Opportunities: LLMs for Combating Misinformation
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